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Introduction

Noncommutative geometry. Given a quasi-compact quasi-separated scheme X one has the
∞-category of perfect complexes PerfX associated to it. This ∞-category, in addition to
being enormously useful for studying properties of X in practice, theoretically contains all the
information needed to recover X:

Theorem ([Bha14, Theorem 1.5]). Let Schqcqs be the category of quasi-compact quasi-separated
schemes and denote by Catst,⊗

∞ the∞-category of symmetric monoidal stable∞-categories. The
functor

Schop
qcqs → Catst,⊗

∞

X 7→ PerfX

is fully faithful.

On the other hand if one forgets the monoidal structure, one still has some control over
functors between the underlying stable ∞-categories. For example, we have the following theo-
rem:

Theorem ([Toë07, Corollary 1.8]; see also [Orl97, Theorem 2.2]). For any smooth proper
schemes X,Y over a ring k there is an equivalence

Funk(PerfX,PerfY) ∼= PerfX×kY,

where the left hand-side denotes the ∞-category of exact k-linear functors.

This suggests the idea of studying general stable ∞-categories instead of schemes. It is
possible to extend various geometric notions and properties to this abstract context. For exam-
ple, one can define reasonably well-behaved notions of regularity, smoothness and properness of
k-linear stable ∞-categories for a field k [Orl16], [Lun10]. This idea is the premise for derived
noncommutative algebraic geometry as pionereed in [KKP08]. Considering geometric problems
in this more general but more flexible context found many applications back into classical
algebraic geometry [Tab19], [BP21], [Per20a].

Localizing invariants. Perhaps, the most important tools in modern algebraic geometry are
given by various cohomology theories, such as etale cohomology, de Rham cohomology, algebraic
K-theory, motivic cohomology. Broadly speaking, these are given by taking the homotopy
groups of certain nice enough functors

F: Schop
qcqs −→ Spt.

A miraculously useful observation is that in many examples, including algebraic K-theory, topo-
logical cyclic and Hochschild homology, topological K-theory and (the connective cover of) etale
K-theory (see [BGT13], [Bla16] and [CM19]), these functors extend to functors

Catperf
∞ −→ Spt

in a way making the diagram
Schop

qcqs Spt

Catperf
∞

Perf
F

commutative. Moreover, it is often the case that F is a localizing invariant, i.e. it sends
Karoubi-Verdier sequences1 of stable ∞-categories into fiber sequences of spectra.

1i.e. diagrams A
i→ B

p→ C such that p ◦ i ' 0 and the induced functor B/A → C is an equivalence after
idempotent completion
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The extra functoriality of localizing invariants sometimes allows one to obtain properties
and computations of cohomology theories, even when it is very hard to do via more context-
specific geometric methods. We provide a couple of examples for this claim:

• In [LT19] Land and Tamme proved the so-called pro-cdh descent property for all local-
izing invariants. We note that the particular case F = K of this result was one of the
crucial ingredients in the course of proving the Weibel’s conjecture about vanishing of
the negative K-theory [KST17].

• Kaledin [Kal17], [Kal08] (see also a different proof by Mathew [Mat20] and a revised
original proof [KKM19]) showed that the 2-periodic version of the Hodge-to-de Rham
spectral sequence

HH∗(C/k)[u±]⇒ HP∗(C/k)

degenerates at the E2-page for any smooth proper stable ∞-category over field k of
characteristic 0. For schemes over C the non-periodic version of this statement is one of
the basic consequences of Hodge theory, for which no algebraic proof was known until
the work of Faltings [Fal88] (see also Deligne and Illusie [DI87]).

This point of view is especially convenient for the purposes of studying more general geo-
metric objects, such as derived schemes or stacks, to where, with the right definitions, the
results automatically generalize. Moreover, the use of localizing invariants can be rewarding
for studying abstract stable ∞-categories of non-geometric origin (such as the ∞-categories of
motives or ∞-categories of modules over various ring spectra studied in topology). However,
one must take into account the following limitations of the technique:

(1) Not all cohomology theories come from a localizing invariant. Important non-examples
include “non-periodic" theories, such as motivic cohomology, and also “non-oriented"
theories such as hermitian K-theory.

(2) Some geometric notions, such as nilpotent extension, and constructions such as (non-
derived) pullbacks and pushouts do not have a resonable generalization in the plain
categorical setting. Besides, the notions of regularity and smoothness in the context of
stacks do not correspond to the categorical notions of regularity and smoothness. So
it is not always possible to even formulate the pure categorical analogues of geometric
statements.

With regards to the first issue, note that at least on smooth schemes over a field that
admits resolution of singularities, all cohomology theories that are modules over the homotopy
K-theory spectrum actually come from localizing invariants (see [Rob13, Corollary 1.16]), while
the recent work [CDH+20a, CDH+20b, CDH+20c] suggests a way to modify the formalism to
include the hermitian K-theory and other non-oriented invariants into the picture by considering
the so-called Poincare ∞-categories instead of stable ∞-categories.

The goal of this thesis is to address the second issue. We will shift our attention from the
most general situation to a more restrictive setting of stable ∞-categories that are endowed
with a weight structure.

Weight structures. A weight structure on a stable ∞-category is given by a choice of two
subcategories with several properties reminiscent of the properties of a t-structure. The theory
of weight structures was developed by Bondarko [Bon10] primarily for the purpose of studying
stable ∞-categories of motivic origin (such as the ∞-category of Voevodsky motives DM(k)).
It has led to many advances in that area, however, weight structures are rarely mentioned
in the context of non-commutative geometry. This has a reason – for a scheme X the stable
∞-category PerfX is rarely weighted, unless X is affine.
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Our main proposal is to think of (boundedly) weighted stable ∞-categories as of noncom-
mutative affine schemes. This provides a convenient language for talking about many geometric
properties categorically while preserving the “coordinate-free" flavour of noncommutative geom-
etry. In particular, in this context we will be able to talk about nilpotent extensions, regularity
and connectivity in a way compatible with the corresponding notions for derived stacks. We
will apply our abstract results about weight structures to the geometry of a large class of stacks
and derived stacks (containing in particular all DM stacks). Our main applications are:

• A stacky analogue of the theorem of Dundas-Goodwillie-McCarthy,

• New cases of Blanc’s lattice conjecture on the Chern character map Ktop(−)→ HP(−),

• Pro-excision results for arbitrary localizing invariants on stacks,

• The Weibel’s conjecture for stacks.
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1. Summary of results

Here we briefly present the results of the thesis. We will follow the conventions presented
below. These largely correspond to the conventions of many research papers in the area.

Conventions. We use extensively the language of ∞-categories. More precisely, by that we
mean (∞, 1)-categories and we follow the relatively standard notations of [Lur17b, Lur17a,
Lur18].

(1) By a category we really do mean a 1-category and an ∞-category will be called as
such.

(2) If C is an ∞-category we write C' ⊂ C for its core aka maximal subgroupoid.

(3) If C is a stable ∞-category, then for each x, y ∈ C we denote its mapping spec-
trum by maps(x, y), while Maps(x, y) denotes the underlying mapping spaces so that
Ω∞maps(x, y) ' Maps(x, y); the relationship between the notation end(x) and End(x)
is analogous.

(4) If C is an ∞-category with finite coproducts, then we write

PShΣ(C) := Fun×(Cop,Spc),

for the ∞-category of functors which convert finite coproducts to products.

(5) For a (discrete) commutative ring R we identify R-linear pretriangulated dg-categories
with R-linear stable ∞-categories (see [Hau15, Example 5.11]).

For the reader’s convenience the main results of this thesis are surrounded by nice blue boxes.

First we need to introduce the notion of weight structures.

1.1. Weight structures. We begin by introducing the main notion of this thesis—weight struc-
tures.

Definition 1.1.1. A weight structure on a stable ∞-category C consists of a pair of retract-
closed full subcategories (Cw>0,Cw60) such that:

(1) ΣCw>0 ⊂ Cw>0, ΩCw60 ⊂ Cw60, we write

Cw>n := ΣnCw>0 Cw6k := ΣkCw60.

(2) if x ∈ Cw60, y ∈ Cw>1 then

π0 MapsC(x, y) ' 0,

(3) for any object x ∈ C we have a cofiber sequence

x60 → x→ x>1,

where x60 ∈ Cw60 and x>1 ∈ Cw>1. We call these the weight truncations of x.

We say that the weight structure is bounded if

C =
⋃
n

(Cw>−n ∩ Cw6n) .

A stable ∞-category C equipped with a (bounded) weight structure is called a (boundedly)
weighted stable ∞-category. We call the subcategory spanned by Cw>0 ∩ Cw60 the heart
of w. We denote it by C♥w .
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Definition 1.1.2. Let (C, w), (D, w′) be weighted stable ∞-categories and let f : C → D be
an exact functor of the underlying stable ∞-categories. We say that f is weight exact if
f(Cw>0) ⊂ Dw′>0 and f(Cw60) ⊂ Dw′60. We denote by

WCatst,b
∞ ,

the ∞-category of small, boundedly weighted stable ∞-categories and weight exact functors.

Remark 1.1.3. Here we list some basic properties of weight structures.

(1) Each of the subcategories in the definition of a weight structure can be described as the
corresponding orthogonal to the other class:

Cw>0 = {X ∈ C|π0 Maps(Y,X) = 0 for all Y ∈ Cw6−1}
Cw60 = {X ∈ C|π0 Maps(X,Y) = 0 for all Y ∈ Cw>1}

In other words, a weight structure gives rise to a torsion theory (Cw>0,Cw6−1).

(2) Constructing a bounded weight structure is easy: given a full generating subcategory
N ⊂ C that is connective, i.e.

the mapping spectra maps(X,Y) are connective for X,Y ∈ N,

Cw>0 and Cw60 defined as the full subcategories spanned by all finite colimits of N and
finite limits of N, respectively, give a bounded weight structure on C.

Example 1.1.4 (see also Example 3.1.4). Let R be a connective ring spectrum. Then the
∞-category PerfR admits a bounded weight structure given by the subcategory of connective
modules and the subcategory of modules with trivial positive R-cohomology. When R = S the
weight decompositions correspond precisely to the cellular filtrations. In particular, these are
non-unique as they depend on a choice of a cellular structure.

Example 1.1.5. Let A be an additive category. Then the∞-category of bounded (homological)
chain complexes Comb(A) admits a bounded weight structure with

M ∈ Comb(A)w>0 ⇐⇒ M is equivalent to a complex trivial in negative degrees,

M ∈ Comb(A)w60 ⇐⇒ M is equivalent to a complex trivial in positive degrees.
In this case the weight decompositions correspond to brutal truncations.

We refer the reader to Section 3.3 for further information about weight structures.

1.2. Reconstruction theorem for weighted categories. Let A be an additive ∞-category.
Consider the ∞-category

Fun×(Aop,Spt)

of spectral-valued additive presheaves on A. This is equivalent to the ∞-category of spectra in
PShΣ(−) by [Lur18, Remark C.1.5.9] and hence is functorial in A. Denote by Afin the minimal
stable subcategory of Fun×(Aop,Spt) containing the Yoneda image of A. Now the construction
A 7→ Afin promotes to a functor

(−)fin : Catadd
∞ → Catst

∞,

where Catadd
∞ is the∞-category of small additive∞-categories and additive functors and Catst

∞
is the ∞-category of small stable ∞-categories and exact functors. This is in fact the universal
way to make a stable∞-category out of an additive one. More precisely, (−)fin is the left adjoint
to the forgetful functor

Catst
∞ → Catadd

∞ .

There is a weight structure on Afin with Afin
w>0 and Afin

w60 given respectively by finite colimits
and finite limits of objects in the Yoneda image of A. This gives us a functor

((−)fin, w) : Catadd
∞ →WCatst,b∞ .
8



The main result of Section 3 is the following:

Theorem 1.2.1 (Theorem 3.2.7). The functor ((−)fin, w) is left adjoint to the functor taking
a boundedly weighted stable ∞-category to its heart. Moreover, it restricts to an equivalence
on the subcategories of idempotent complete ∞-categories.

One corollary of Theorem 1.2.1 is the following universal property of the ∞-category of
complexes. This is obtained by looking at the unit of the adjunction applied to the weighted
stable ∞-category constructed in Example 1.1.5. This result can also be found in [BCKW19,
Theorem 7.56].

Corollary 1.2.2 (Corollary 3.2.8). For an additive category A there is an equivalence of
(weighted) stable ∞-categories

Afin ' Comb(A).

In other words, Comb(A) is the free stable ∞-category on an additive category.

1.2.3. Weight structures on stacks. The main source of examples of weight structures for this
thesis is the following theorem. The case of G being the trivial group scheme recovers Exam-
ple 1.1.4 for E∞-k-algebras.

Theorem 1.2.4 (Theorem 3.3.13). Let k be a commutative ring and G be an embeddable
linearly reductive group scheme over k.

(1) Let R be a connective E∞-k-algebra endowed with an action of G. There is a bounded
weight structure on Perf [Spec R/G] whose heart is the full subcategory generated under
retracts by the set

N := {p∗E : E is a finite G-equivariant k-module E},
where p : [Spec R/G]→ BG is the structure morphism.

(2) Let R
f→ S be a G-equivariant morphism of connective E∞-k-algebras endowed with an

action of G. Then the base change functor Perf [Spec R/G] → Perf [Spec S/G] is weight
exact.

1.2.5. Applications. Theorem 1.2.1 gives weighted ∞-categories a lot of flexibility. Now both
the constructions of the theory of stable ∞-categories (such as Verdier localization) and of
the theory of additive ∞-categories are available for weighted stable ∞-categories. One useful
example of a construction coming from the world of additive ∞-categories is the following.

Example 1.2.6. Given an idempotent complete boundedly weighted ∞-category C, we have
an equivalence (C♥w)fin → C. In particular we have a canonical functor

C ' (C♥w)fin → (hC♥w)fin ' Comb(hC♥w),

where the last equivalence is given by Corollary 1.2.2. In Bondarko’s terminology this is called
the strong weight complex functor2. This example is crucial for most applications of the current
thesis (and, arguably, of the whole theory).

Example 1.2.7 (see Section 3.3.1). Let k be a field of exponential characteristic p and R be a
ring where p is invertible. We consider the∞-category of Voevodsky motives DM(k; R) and its
full subcategory of compact objectsDMgm(k; R). The full subcategory ofDMgm(k; R) spanned
by motives of smooth projectives is connective and generating. Therefore by Remark 1.1.3(2)
there is a weight structure on DMgm(k; R). We call this the Chow weight structure. The homo-
topy category of its heart is equivalent to the additive category of Chow motives Chow(k; R).

2An analogue of this functor can be defined in the triangulated context for any triangulated category with a
weight structure (C, w). Its codomain is a certain non-triangulated category which is a quotient of hComb(Cw)
by a square-zero ideal.
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Combining the two examples we obtain a functor

DMgm(k; R)→ Comb(Chow(k; R)).

Corollary 1.2.8 (Corollary 5.3.12 and Remark 5.3.13). For any boundedly weighted stable
∞-category (C, w) the functor

C→ Comb(hC♥w)

induces an equivalence in negative K-theory. In case of C = DMgm(k; R) this, in combination
with [AGH19], implies that the additive K-theory groups

KΣ
−n(Chow(k; R))

for n > 0 vanish whenever DMgm(k; R) admits a motivic t-structure with noetherian heart.

1.3. Regular stacks. In Section 4 we study regular derived stacks. This section provides the
first example of a connection between the theories of weight structures and the theory of derived
stacks. This section is mostly independent of the rest of the thesis.

Recall that a commutative noetherian ring R is regular if and only if any coherent module
over R has a finite projective resolution. This condition is equivalently saying that there holds
an inclusion

CohR ⊆ PerfR

of stable subcategories of ModR. This observation can be used to define regularity in more
general contexts. For example, regularity of connective ring spectra was introduced in [BL14].
More generally, we define:

Definition 1.3.1. A noetherian connective spectral stack X is called regular if and only if
any coherent module over X is perfect3.

We show in Section 4 that this notion is somewhat well-behaved, in particular we prove the
following:

Theorem 1.3.2. Let X be a quotient stack [Spec(R)/G] where R is an E∞-k-algebra spectrum
for a field k and G is a smooth linearly reductive group scheme over k. Assume that π0(R)
is of finite type over k and the graded ring π∗(R) is graded noetherian. Then the following
statements are valid:

(1) X is regular if and only if R is regular.
(2) X is discrete if it is regular and R has finitely many non-zero homotopy groups.

Remark 1.3.3. Part (1) of Theorem 1.3.2 is saying that the regularity property is local in
the smooth topology on such quotient stacks (for E∞-ring spectra this statement follows from
[Lur18, Proposition 2.8.4.2]).

Part (2) of Theorem 1.3.2 is an instance of the principle that there are no nilpotent func-
tions on a non-singular stack. Indeed, elements of the higher homotopy groups of a bounded
ring spectrum R are nilpotent in the graded homotopy ring, and thus may be interpreted as
nilpotents on X.

1.3.4. Regular weight structures. Unfortunately, Definition 1.3.1 is not purely noncommutative
in the sense described in the introduction, since it depends on PerfR as well as a subcategory

CohR ⊂ Ind(PerfR) = ModR,

3For X being the spectrum of a connective E∞-ring spectrum this definition slightly differs from the one
given by Barwick and Lawson; they additionally require π0(X) to be a regular classical scheme, otherwise calling
it almost regular.
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and not just on the stable ∞-category PerfR. There does exist a purely noncommutative
criterion for regularity of classical rings [Orl16], [Nee92] but this does not give a very interesting
notion for stacks (for example, PerfX is never generated by a single object if X has a point
with infinite stabilizer group and in particular, there is no analogue of Theorem 1.3.2).

However, CohR can be easily recovered from the canonical weight structure on PerfR

(Example 1.1.4) using the following result of Bondarko. We expect this point of view to be
helpful for studying localizing invariants of regular spectral stacks and, generally, for better
understanding of this property.

Theorem 1.3.5 (Theorem 0.1 in [Bon18]). Let C be a stable∞-category with a weight structure,
then there is a canonical weight structure w and a t-structure tw on Ind(C) with

Ind(C)w>0 = Ind(C)tw>0 = Ind(Cw>0).

In this language CohR can be defined as the minimal subcategory of Ind(PerfR) generated
by πtwi (P) for all perfect complexes P under finite colimits and shifts. This leads to the following
definition.

Definition 1.3.6. A boundedly weighted stable∞-category C is called regular if the canonical
t-structure on Ind(C) given by Theorem 1.3.5 restricts to C.

Remark 1.3.7. Let X be either a quotient stack [Spec R/G] as in Theorem 1.2.4(1) or Spec of
a connective E∞-ring spectrum, then PerfX is regular if and only if X is regular.

1.4. Theorem of Dundas-Goodwillie-McCarthy for weight structures. The celebrated
Dundas-Goodwillie-McCarthy (DGM) theorem is an incredibly useful tool for studying K-theory
and is the starting point for trace methods.

Theorem 1.4.1 (Dundas-Goodwillie-McCarthy). Let A→ B be a morphism of connective E1-
ring spectra such that the map π0(A) → π0(B) is surjective and the kernel is a nilpotent ideal
of π0(A). Then the trace map from algebraic K-theory to topological cyclic homology (TC)

tr : K→ TC

induces a cartesian square
K(A) TC(A)

K(B) TC(B).

Both K-theory and TC can be extended to localizing invariants of stable∞-categories, and
the trace map is a map of localizing invariants. So it is not unnatural to expect a version
of the DGM-theorem for certain functors of stable ∞-categories. However, as we warned the
reader in the introduction, it is sometimes problematic to translate statements directly into the
noncommutative setting. In this particular case it is not clear what should replace the notions

• connectivity of ring spectra,

• π0-surjectivity of maps,

• nilpotence of the kernel ideal of a map.

This translation becomes transparent in the presence of weight structures.

1.4.2. Nilpotent extensions of weighted categories. In Section 5 we introduce a notion of a
nilpotent extension of additive ∞-categories and of weighted stable ∞-categories (see Def-
inition 5.1.1). In the additive case the notion is a straightforward generalization of nilpotent
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extension of rings, i.e. a surjective map whose kernel is a nilpotent ideal. This is then translated
directly into the weighted case via the equivalence of Theorem 1.2.1.

The main result of this section is the following theorem.

Theorem 1.4.3 (Theorem 5.4.4). Let E be a localizing invariant that is truncating (i.e.
E(R) = E(π0(R)) for all connective ring spectra). Let f : (A, w) → (B, w′) be a nilpotent
extension of boundedly weighted stable ∞-categories. Then we have an induced equivalence of
spectra

E(A)→ E(B).

Remark 1.4.4. The result is easy for those truncating localizing invariants that commute
with filtered colimits. Indeed, one could present A and B as filtered colimits of ∞-categories
of perfect complexes over endomorphism rings of objects in the hearts A♥w and B♥w . These
endomorphism rings are connective by the orthogonality axioms of weight structures. In fact it
is easy to see that a nilpotent extension between these boundedly weighted stable∞-categories
of perfect complexes comes from nilpotent extensions of these connective ring spectra. So now
the result follows formally from the assumptions and [LT19, Corollary 3.5].

However, in many cases of interest E does not commute with filtered colimits. One example
is the next corollary which we think of as the categorical version of DGM-theorem.

Corollary 1.4.5 (Corollary 5.4.6). Let f : (A, w) → (B, w′) be a nilpotent extension of
boundedly weighted stable ∞-categories. Then we have an induced cartesian square of spectra:

K(A) TC(A)

K(B) TC(B).

We hope that this Corollary will be a useful tool for computing K-theory of various stable
∞-categories. As one example, we apply it to the Chow weight structure on the ∞-category of
Voevodsky motives.

Corollary 1.4.6 (Example 5.4.9). Let k be a field of exponential characteristic e and R a
ring of coefficients such that e is invertible in R. Then the square

K(DMgm(k,R)) TC(DMgm(k,R))

KΣ(Chow(k,R)) TCΣ(Chow(k,R))

is cartesian.

Now fix a base discrete commutative ring k and let G be a linearly reductive, embeddable
group scheme over k. If E is a localizing invariant and R is a connective E∞-k-algebra with a
G-action, we set

EG(R) := E(Perf [Spec R/G]),

which is a version of G-equivariant E-theory.
12



Corollary 1.4.7 (Equivariant DGM-theorem; Corollary 5.4.12). Let R → S be a G-
equivariant map of connective E∞-k-algebras. Then the square

KG(R) TCG(R)

KG(S) TCG(S)

is cartesian.

1.5. Categorical Milnor excision and pro-excision. Another useful technique in algebraic
K-theory is given by various descent properties. This often can be presented in the form of
having Mayer-Vietoris type long exact sequences available for computation. In particular, it has
been known for a long time that Milnor squares and abstract blow-up squares of schemes induce
long exact sequences in K-theory in some special situations (see [Mor18]). More generally, K-
theory was shown to satisfy the so-called pro-excision and pro-cdh-descent properties in [KST17]
(see also [LT19]).

We introduce a notion of aMilnor square of stable∞-categories (Definition 6.2.1) and prove
the following result which is ideologically a reinterpretation of the proof of [LT19]:

Theorem 1.5.1 (Theorem 6.2.4). Any localizing invariant sends a Milnor square of stable
∞-categories into a pullback square.

Possibly somewhat confusingly, Milnor squares correspond not to Milnor squares of schemes
but rather to their derived analogue. However, in geometry the difference disappears after
passing to the ind-system of nilpotent thickenings of the closed embeddings. This leads us to
introducing a pro-version of Milnor square (Definition 6.4.2) and proving the following:

Theorem 1.5.2 (Theorem 6.4.5). Assume given a commutative square of cofiltered diagrams
of boundedly weighted stable ∞-categories

(1.5.3)
{Aλ} {Bλ}

{A′λ} {B′λ}.

{fλ}

{pλ} {qλ}

{gλ}

which is a weak pro-Milnor square and such that for any λ there exists an integer n such that
A♥λ , A

♥
′λ, B

♥
λ and B

′♥
λ are n-categories. Then any connected localizing invariant sends it to a

weak pullback square in pro-spectra.

This isn’t a straightforward consequence of Theorem 1.5.1. A crucial step here, which may
be of independent interest, is Corollary 6.3.11 below. This gives a criterion for a functor of
pro-objects of weighted stable ∞-categories to be a pro-equivalence in terms of what it induces
on mapping spaces. This step uses weight structures substantially and at the moment we don’t
know how to prove or even formulate an analogue of this statement for more general stable
∞-categories.

1.6. Applications to stacks. After doing all the categorical work we can finally pick all the
fruits. The last main ingredient is the local structure theorem given by the results of [AHR19]
and [AHHLR]. This result says that a large class of stacks (which we call ANS stacks) admit
Nisnevich covers by stacks of the form [Spec R/G]. Now we can use all the categorical machinery
presented in previous sections as well as Theorem 1.2.4.
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1.6.1. Pro-cdh-descent and Weibel’s conjecture. Recall that an abstract blow-up square of
noetherian algebraic stacks

Z X̃

Y X,

p

i

is a commutative square with p proper representable and i closed immersion such that p induces
an isomorphism X̃− Z → X− Y. Denote by Zn and Yn the n-th nilpotent thickenings of Z in
X̃ and Y in X, respectively.

We say that a derived stack is an ANS stack if it has affine diagonal and linearly reductive
almost multiplicative stabilizers.

We prove the following theorem generalizing the main result of [KST17] (see also [LT19])
to stacks.

Theorem 1.6.2 (Theorem 7.3.1). Assume X is an ANS stack. Then for any connected (see
Definition 6.4.11) localizing invariant E the square

E(X) “ lim ” E(Yn)

E(X̃) “ lim ” E(En)

is a weak pullback of pro-spectra.

This has the following corollary which in the case E = KH has been obtained in [HK19].

Corollary 1.6.3 (Corollary 7.7.4). Assume X is an ANS algebraic stack and E is a truncating
invariant. Then the square

KH(X) KH(Y)

KH(X̃) KH(Z)

is a pullback of spectra. Therefore truncating invariants of ANS algebraic stacks satisfy cdh
descent.

As another consequence of that, we prove an appropriate version of Weibel’s conjecture on
the vanishing of negative K-theory, similarly to how it is done in [HK19] and [KS16].

Theorem 1.6.4 (Theorem 7.3.3). Let X be a noetherian ANS stack of covering dimension d
(see Definition 7.2.1). Then K−n(X) vanishes for all n > d.

1.6.5. Lattice conjecture. Combining our results with the results of Halpern-Leinster and Pomer-
leano and of Konovalov we are able to obtain new cases of the lattice conjecture of Blanc:
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Theorem 1.6.6 (Theorem 7.8.3). Let X be a derived stack over C satisfying any of the
following hypotheses:

(1) it is of the form [Y/G] where Y is a derived, affine G-scheme over C, G is a reductive
C-group scheme such that Ycl is a smooth C-scheme;

(2) it is ANS derived stack such that Xcl is a smooth C-stack.
Then, the complexified Chern character map

Ch⊗ C : Ktop(X)⊗ C→ HP(X)

from the topological K-theory (defined as a localizing invariant by Blanc) to the periodic cyclic
homology is an equivalence.

2. On additive ∞-categories

In this section, we develop more thoroughly some aspects of the theory of additive ∞-
categories, such as their localization and idempotent completion. We keep in mind the analogs
of these concepts for stable ∞-categories and how they interact with localizing invariants. A
result which might be of independent interest is a Schwede-Shipley-style recognition principle
for additive ∞-categories, given in Theorem 5.3.1. This result feeds into the proof of our main
result. We finally explain how Bondarko’s theory of weight structures builds a “bridge" between
additive and stable ∞-categories.

2.1. Basics. Recall that an additive category is, in particular, enriched in the category of
abelian groups. Hence, if x ∈ Obj(A) then Hom(x, x) is naturally an associative ring with ◦
acting as the multiplication. From this point of view, it is natural to view an additive category
as the generalization of an associative ring. In higher algebra, the analog of an additive category
is an additive ∞-category [GGN15], [Lur18, Appendix C.1.5].

Definition 2.1.1. A semi-additive∞-category (also often called preadditive∞-category)
A is a pointed ∞-category with finite products and coproducts such that for any pair of objects
x, y, the canonical map

x t y → x× y,
is an equivalence. We write this object as the sum x⊕ y. The sum admits a shear map

s = (π1,∇) : x⊕ x→ x⊕ x,
where π1 is the first projection and ∇ is the fold map. If this map is an equivalence for all
x ∈ Obj(A), then we say that A is an additive ∞-category. An additive functor of additive
∞-categories is a functor F : A→ B that preserves zero objects and all sums.

We refer to [GGN15, Section 2] for a more extensive discussion and the following result
which is [GGN15, Proposition 2.8]:

Proposition 2.1.2. Let C be an ∞-category with finite coproducts and products. Then the
following are equivalent:

(1) the ∞-category C is additive,

(2) the homotopy category hC is additive,

(3) the forgetful functor
GpE∞(C)→ C

is an equivalence.

Our first goal is to develop a theory of exact sequences of additive ∞-categories. We will
consider the non-full subcategory

Catadd
∞ ⊂ Cat∞

15



spanned by small additive ∞-categories and additive functors between them.

2.2. Verdier quotients. To develop the theory of exact sequences of additive∞-categories we
will follow the case of stable ∞-categories analyzed in [BGT13, Section 5] and [NS18, Chapter
I]. In the 1-categorical context, this was studied by the author and Bondarko in [BS18b].

Before we proceed, let us gather the necessary ingredients. First, for a small ∞-category C

and a collection of arrows W ⊂ C we can form the ∞-category C[W−1] equipped with a functor
γ : C→ C[W−1] which is the universal∞-category under C where all elements in W are invertible
(more precisely, see the universal property [Cis19, Definition 7.1.2]). This localization exists and
is unique up to equivalence of ∞-categories under C [Cis19, Proposition 7.1.3]. Moreover, the
functor can be chosen to be identity on objects [Cis19, Remark 7.1.4]. Furthermore, the functor
h(C) → h(C[W−1]) witnesses h(C[W−1]) as a localization of the category h(C) in the sense of
ordinary category theory (as reviewed, for example, in [Cis19, Definition 2.2.8]).

Second, we need a passage from “small categories" to “big categories." For motivation, let
us recall that in the context of stable ∞-categories what one might mean by this is the passage
to ind-completion. For C,D stable ∞-categories, we write Funex(C,D) for the ∞-category
of functors which are exact, i.e., preserve finite limits and colimits. If C is a small stable
∞-category, then the Yoneda functor

よ : C→ Funex(Cop,Spt),

identifies the codomain with Ind(C); see, for example, [BGT13, Proposition 3.2]. The upshot of
going to Ind(C) is that the resulting ∞-category is a stable presentable ∞-category. Therefore
localizations of this ∞-category can often be constructed via adjoint functor theorems [Lur17b,
Corollary 5.5.2.9]. The theory of localization sequences in algebraic K-theory as pioneered by
Thomason [TT90], Neeman [Nee92], and later in [BGT13] is developed by passing to large
∞-categories first before going back to small categories by taking compact objects and the
functor

C→ Ind(C)ω,

then witnesses the idempotent completion of C [Lur17b, Lemma 5.4.2.4].

For additive ∞-categories, by passage from the “small categories" to “big categories" we
mean the passage to Quillen’s nonabelian derived categories through which the Yoneda embed-
ding factors:

よ : C→ PShΣ(C).

In this case, PShΣ(C) is a prestable presentable ∞-category. The basic properties of this
construction are summarized in the next lemma.

Lemma 2.2.1. Let C be a small∞-category with finite coproducts. Consider the Yoneda functor

よ : C→ PShΣ(C) ⊂ Fun(Cop,Spc).

Then:

(1) the ∞-category C is additive if and only if PShΣ(C) is prestable.

(2) in this case, we have an equivalence:

PShΣ(C) ' Fun×(Cop,Spt>0), and

the ∞-category PShΣ(C) is a presentable prestable ∞-category.

Proof. See [Lur18, Proposition C.1.5.7 and Remark C.1.5.9]. �

One consequence of this is an enhancement of the Yoneda functor.
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Corollary 2.2.2. Let A be an additive ∞-category. The Yoneda functor A→ PShΣ(A) canon-
ically promotes to a functor

A→ Fun×(Aop,Spt),

which is fully faithful.

Proof. The functor is given by:

A→ PShΣ(A) ' Fun×(Aop,Spt>0) ↪→ Fun×(Aop,Spt),

where the equivalence is given by Lemma 2.2.1(2) and the second functor is induced by the
inclusion of connective spectra into all spectra. The functor in question is therefore a composite
of two fully faithful functors. �

We use notation
Â := Fun×(Aop,Spt),

and call the resulting ∞-category the ∞-category of additive spectral presheaves.

We now address the theory of Verdier quotients in the context of additive ∞-categories
using the nonabelian derived category in analogy with the development of Verdier quotients
for stable∞-categories using Ind-completions as in [BGT13, Section 5]; see also [NS18, Section
I.3].

From hereon, we adopt the following notation. If A is an additive ∞-category and x is an
object of A, then the functor represented by x:

MapsA(−, x) : Aop → Spc,

is a product-preserving functor and hence an object of PShΣ(A). By Lemma 2.2.1(2), this
functor canonically upgrades to a functor into connective spectra. We denote this functor by

MapsA(−, x) : Aop → Spt>0,

and set
EndA(x) := MapsA(x, x).

In what follows also note that cofibers of maps of connective spectra can be computed in spectra.

Theorem 2.2.3. Let A be a small additive ∞-category and B ⊂ A be an additive full subcate-
gory. Then

(1) Define

W := {f ⊕ g : b⊕ a→ b′ ⊕ a′ where f : b→ b′ ∈ B and g : a→ a′ is invertible}.

A/B := A[W−1] is an additive ∞-category equipped with an additive functor

(−) : A→ A/B

which is a bijection on the sets of objects.

(2) If E is another additive ∞-category, then (−) : A → A/B induces an equivalence be-
tween Fun×(A/B,E) and the full subcategory of Fun×(A,E) consisting of those additive
functors G : A→ E satisfying G|B ' 0.

(3) We have the following commutative diagram:

A A/B

PShΣ(A) PShΣ(A/B),

(−)

L
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where the bottom horizontal functor is left adjoint to the functor

rescan : PShΣ(A/B)→ PShΣ(A) F 7→ F ◦ (−).

(4) If B is generated under sums and retracts by a single object z, then for any F ∈ PShΣ(A)
we have:

LF(−) ' Cofib(F(z)⊗EndA(z) MapsA(−, z)→ F(−)).

(5) In general for any F ∈ PShΣ(A) there is an equivalence:

LF(−) ' Cofib( colim
z1,··· ,zn∈B

F(

n⊕
i=1

zi)⊗
EndA(

n⊕
i=1

zi)
MapsA(−,

n⊕
i=1

zi)→ F(−)),

where the colimit is taken over the poset of finite subsets {z1, · · · , zn} of objects of B.

Proof. To prove assertion (1) it suffices to show that the the functor on homotopy categories

h(A)→ h(A[W−1])

is an additive functor of additive categories by Proposition 2.1.2. This follows from [BS18b,
Proposition 2.2.4].

By the universal property of the localization, (−) : A → A/B induces an equivalence
between Fun×(A/B,E) and the full subcategory of Fun×(A,E) consisting of those additive
functors G : A → E for which G(w) is an equivalence for all w ∈ W. By definition of W
and additivity of G the latter condition is equivalent to G(g) being an equivalence for any
g : b→ b′ ∈ B which is also equivalent to: G(b) ' 0 for all b ∈ B. This proves (2).

To prove assertion (3), we start with the following general observations about an additive
functor of∞-categories π : A0 → A1. The restriction of a product-preserving functor (A1)

op →
Spc along π remains product-preserving since π is additive. Therefore we have a commutative
diagram

PShΣ(A1) PShΣ(A0)

PSh(A1) PSh(A0),

π∗

where π∗ is given by precomposing with π [Lur17b, Proposition 5.5.8.10(3)]. The functor π∗
admits a left adjoint π!

4 which, by the commutativity of the diagram of right adjoints above,
is characterized by the commutativity of the corresponding diagram of left adjoints:

PSh(A0) PSh(A1)

PShΣ(A0) PShΣ(A1).

π!

LΣ LΣ

Using the universal property of PShΣ [Lur17b, Proposition 5.5.8.15], we also get that π! is
characterized by the commutativity of

A0 A1

PShΣ(A0) PShΣ(A1).

π

π!

These observations then apply to the additive functor

(−) : A→ A/B,

4Using, for example, the adjoint functor theorem [Lur17b, Theorem 5.5.2.9] where the accessibility hypothesis
on π∗ and the presentability hypotheses on the domain and target∞-categories follows from [Lur17b, Proposition
5.5.8.10(1)].
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which proves the assertion in (3).

To prove the fourth claim denote by L′(−) the functor given by the formula on the right.
There is also a natural transformation idPShΣ(A)

α→ L′. It suffices to prove that L′ is a localization
onto the subcategory of all G ∈ PShΣ(A) such that G|B = 0. Note that the two maps

F(z)⊗EndA(z) MapsA(z, z)⊗EndA(z) MapsA(−, z) −→ F(z)⊗EndA(z) MapsA(−, z)
given by

f ⊗ e⊗ e′ 7→ fe⊗ e′ and f ⊗ e⊗ e′ 7→ f ⊗ ee′

are equivalences for any F, so by construction we have a commutative diagram in Fun×(Cop,Spt>0):

F(z)⊗EndA(z) MapsA(z, z)⊗EndA(z) MapsA(−, z) F(z)⊗EndA(z) MapsA(−, z) 0

F(z)⊗EndA(z) MapsA(−, z) F(−) L′F(−)

0 L′F(−) L′L′F(−)

'

'

αF

αF

αL′(F)

L′(α)

whose rows and columns are cofiber sequences. Hence L′(α)(F) and αL′(F) are equivalences.
Now by [Lur17b, Proposition 5.2.7.4] L′ is a localization onto its image. The map

F(z)⊗EndA(z) MapsA(z, z) −→ F(z)

is an equivalence, so L′F(z) = 0 and hence the image of L′ is conatined in the image of L.
Moreover, for any G ∈ PShΣ(A) such that G|B = 0

G(z)⊗EndA(z) MapsA(z, z) = 0,

so G ' L′(G) is in the image of L′.

To prove the last claim it suffices to show that the functor

rescan ◦ L : PShΣ(A)→ PShΣ(A/B)→ PShΣ(A),

is a colimit of functors

PShΣ(A)
LS→ PShΣ(A/〈z1, · · · , zn〉)

rescan,S→ PShΣ(A),

over all finite subsets S = {z1, · · · , zn} ⊂ B. Since for any z ∈ B there exists S such that
LSF(z) = 0, the colimit lands in the image of L:

L′ : PShΣ(A)→ L(PShΣ(A)) ' PShΣ(A/B);

here the equivalence is due to part (2).

Now, since rescan,S is right adjoint to LS, the canonical map

Maps(rescan,S ◦ LSF,G) ∼= Maps(F,G)

is an equivalence for any G such that G(z) = 0 for all z ∈ S. In particular, if G|B = 0, then we
have the above equivalence for any S, so

Maps(F,G) ∼= lim
S

Maps(rescan,S ◦ LSF,G) ∼= Maps(L′F,G),

since the limit is cofiltered and the diagram is constant. Now, note that for any such G we also
have a canonical equivalence (by part (2) again):

Maps(F,G) ∼= Maps(LF,G),

so by Yoneda lemma LF ∼= L′F. �

Corollary 2.2.4. Let A be a small additive ∞-category and B ⊂ A a full additive subcategory.
For any x, y ∈ A
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(1) the space MapsA/B(x, y) can be computed as the Ω∞ of the connective spectrum

Cofib( colim
z1,··· ,zn∈B

MapsA(

n⊕
i=1

zi, y)⊗
End(

n⊕
i=1

zi)
MapsA(x,

n⊕
i=1

zi)→MapsA(x, y)).

(2) The abelian group π0 MapsA/B(x, y) can be computed as

Coker(
⊕
z∈B

π0 MapsA(z, y)⊗ π0 MapsA(x, z)→ π0 MapsA(x, y)).

Proof. The first claim follows directly from Theorem 2.2.3(3 and 5) and taking Ω∞ to ob-
tain the mapping space from the mapping spectrum. This claim in particular implies that
π0 MapsA/B(x, y) can be computed as the quotient of π0 MapsA(x, y) modulo the subgroup of
those morphisms that factor through z ∈ B. This is exactly what formula (2) says. �

Remark 2.2.5. A very similar formula to the one in Corollary 2.2.4(1) was obtained in the
setting of dg-quotients of dg-categories in [Dri02].

2.3. Idempotents. We now discuss the condition of idempotent completeness in the context
of additive∞-categories. Recall that we have the free category containing an idempotent, Idem,
which is a subcategory of Idem+, the free category containing a retraction; these categories are
constructed in [Lur17b, Definition 4.4.5.2]. An idempotent in an ∞-category C is a functor
e : Idem → C and we say that e is effective if e extends to a functor Idem+ → C. We say
that C is idempotent complete if every idempotent is effective. Following [Lur17b, Corollary
4.4.5.14] the functor e : Idem→ C admits a colimit if and only if e is an effective idempotent.

Remark 2.3.1. An idempotent e in C gives rise to an idempotent of h(C) which can be
identified with a morphism e in h(C) such that e ◦ e = e. In general, this datum is not sufficient
for defining an idempotent [Lur17b, Counterexample 4.4.5.19]. However, if C is a stable ∞-
category, then C is idempotent complete if and only if h(C) is [Lur17a, Lemma 1.2.4.6] and, in
fact, any idempotent in h(C) lifts to one in C [Lur17a, Warning 1.2.4.8]. We observe that the
same proof also works for additive ∞-categories.

Proposition 2.3.2. For an additive ∞-category A any idempotent in h(A) can be lifted to an
idempotent in A. Consequently, the following are equivalent:

(1) A is idempotent-complete

(2) h(A) is idempotent-complete

(3) any morphism x
e→ x ∈ A such that there is a homotopy e ◦ e ' e is equivalent to a

morphism of the form

x1 ⊕ x2

idx1 0
0 0


→ x1 ⊕ x2

Proof. Let
e : x→ x,

be an idempotent in h(A), i.e., a morphism e equipped with a homotopy h : e → e ◦ e. Since
A is an additive ∞-category, there is a fully faithful Yoneda functor A→ Â by Corollary 2.2.2.
We consider the morphism e in Fun×(Aop,Spt), which defines an idempotent in h(Â).

To prove the result we will promote e to a weak retraction diagram in the sense of [Lur17b,
Definition 4.4.5.4(2), Remark 4.4.5.5] which we briefly review. Let Ret ⊂ Idem+ be the simpli-
cial set classifying retractions (as in [Lur17b, Page 304]). Then a weak retraction diagram is a
functor out of Ret. The inclusion Ret ⊂ Idem+ is an inner anodyne map [Lur17b, Proposition
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4.4.5.6] and thus for any ∞-category C the induced functor Fun(Idem+,C) → Fun(Ret,C) is
trivial fibration of simplicial sets [Lur17b, Corollary 4.4.5.7]. Concretely, any weak retraction
diagram extends, in an essentially unique way, to a functor out of Idem+. We first claim that
the idempotent e in h(Â) extends to a map of simplicial sets Ret → Â and thus to a functor
out of Idem+.

The argument is the same as in the second paragraph of the proof of [Lur17a, Lemma
1.2.4.6] which we sketch for the reader’s convenience. Denote by x0 (resp. x1) the sequential
colimit

x
e→ x

e→ x→ · · ·
(resp. x 1−e→ x

1−e→ x→ · · · ),
in Â5. Since the latter ∞-category is cocomplete, these colimits exist. Now, for any F ∈ Â, we
note that e induces an idempotent on the abelian group πiF(x) for all i ∈ Z so that we have a
splitting:

πiF(x) ' πiF(x)+ ⊕ πiF(x)−,

where e acts as the identity on πiF(x)+ and as 0 on πiF(x)−. Thus, the tower of abelian groups

· · ·πiF(x)
e∗−→ πiF(x)

e∗−→ πiF(x),

splits as a direct sum of towers:

· · ·πiF(x)+
id−→ πiF(x)+

id−→ πiF(x)+,

and
· · ·πiF(x)−

0−→ πiF(x)−
0−→ πiF(x)−.

such that
limπiF(x) ' πiF(x)+,

and the lim1-term vanishes. This means that the canonical map x→ x0 induces an isomorphism
of abelian groups, for all i ∈ Z:

πiF(x0) ' πi(maps(colimx,F)) ' limπiF(x) ' πiF(x)+.

By a similar argument for the idempotent 1− e, we have

πiF(x1) ' πiF(x)−.

Therefore the canonical map x→ x0 ⊕ x1 defines an isomorphism for all F and all i ∈ Z:

πiF(x) ∼= πiF(x0)⊕ πiF(x1),

and thus induces a splitting:
F(x) ' F(x0)⊕ F(x1).

Since this is true for all F, we also have a splitting of representable presheaves:

x ' x0 ⊕ x1.

Furthermore, we see that the inclusion of summand, x0 → x, together with the canonical map
to the colimit, x→ x0, induces a weak retraction diagram

x

x0 x0,
id

in Â as claimed. To see that the idempotent e in h(A) lifts to one on A, observe that the
corresponding functor Idem+ → Â restricts to a functor landing in the Yoneda image:

Idem→ A ⊂ Â;

5We note that the existence of the map 1− e is where the additivity of Â gets used.
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note that we have used the additivity of A to get the fully faithfulness of the Yoneda functor;
see Corollary 2.2.2.

We now prove that the three assumptions are equivalent. The third assumption is clearly
equivalent to the second assumption. Since any idempotent in h(A) lifts to an idempotent in A,
it must be effective if the lift is effective in A, so we have (1) ⇒ (2). Now we prove (2) ⇒ (1).
Let e : Idem → A be an idempotent in A. Denote by x the colimit of e in Â. It is a retract
of an object of A, so by the assumption its image in h(Â) is isomorphic to an object of h(A)

considered as a full subcategory of h(Â). So the colimit of e is equivalent to an object of A and
e is effective in A. �

Proposition 2.3.2 justifies the usage of some standard terminology from the theory of addi-
tive categories in the context of additive ∞-categories.

Definition 2.3.3. Let A be an additive ∞-category.

(1) We say that an idempotent e : x → x in A splits if it is homotopic to a morphism of
the form

x1 ⊕ x2

idx1
0

0 0


−−−−−−−−→ x1 ⊕ x2.

(2) A full subcategory A ⊂ B is said to be retract-closed if every idempotent of an object
of A that splits in B also splits in A.

(3) If A is an additive ∞-category, then we say that A is idempotent complete if each
idempotent e : x→ x in A splits.

Lemma 2.3.4. Let A be a small additive ∞-category. Then there exists a small additive ∞-
category Kar(A) and an additive functor A → Kar(A) which is an initial functor among all
idempotent complete additive ∞-categories receiving an additive functor from A. We call this
category the idempotent completion of A.

Proof. According to [Lur17b, Proposition 5.1.4.2] and the identifications of Proposition 2.3.2,
we can take the embedding

A→ PShΣ(A),

and set Kar(A) to be the full subcategory of PShΣ(A) spanned by functors which are retracts
of the Yoneda image. Note that this is also an additive ∞-category. �

Definition 2.3.5. If f : A → B is an additive functor between small additive ∞-categories,
then we get a functor Kar(f) : Kar(A) → Kar(B). We say that that f is an equivalence up
to idempotent completion if Kar(f) is an equivalence. We will also denote the subcategory
of additive ∞-categories spanned by those which are idempotent complete as:

CatKar
∞ ⊂ Catadd

∞ .

Definition 2.3.6. We say that an additive∞-category A is weakly idempotent complete if for
any X,Y ∈ A such that

X ∼= Y ⊕V

in Kar(A) for some V ∈ Kar(A), there exists an object of A equivalent to V.

We denote the subcategory of additive ∞-categories spanned by those which are weakly
idempotent complete as:

CatwKar
∞ ⊂ Catadd

∞ .
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2.4. Exact sequences.

Definition 2.4.1. Let A,C be small additive ∞-categories and B ⊂ A be an additive full
subcategory. We say that the sequence

B
i→ A

j→ C

is an exact sequence of additive ∞-categories if (1) the composite is null and (2) the
induced map A/B→ C is an equivalence up to idempotent completion.

Note that in case the composite is null, the space of choices of an isomorphism j ◦ i ' 0
is contractible, so the condition (1) is actually a property and does not require any additional
choices.

2.4.2. Comparison with exact sequences in stable ∞-categories. We now explain the passage of
going from small additive ∞-categories to small stable ∞-categories. We denote by Catst

∞ the
∞-category of small stable ∞-categories and exact functors between them. From an additive
∞-category we can extract an object of Catst

∞ by the next procedure.

Definition 2.4.3. Let A be a small additive ∞-category. A small stable ∞-category Afin

together with a functor A→ Afin satisfying the universal property

Fun×(A,C) ∼= Funex(Afin,C)

for any stable ∞-category C, is called the ∞-category of finite cell A-modules. If Afin exists,
we should regard Afin as the “free stable ∞-category" generated by A.

Remark 2.4.4. The ∞-category of finite cell A-modules always exists: consider the Spanier-
Whitehead stabilization of the ∞-category PShfin

Σ (A) — the smallest subcategory of PShΣ(A)
containing all representable presheaves and closed under finite colimits. Indeed, combining
[Lur17b, Proposition 5.3.6.2] and [Lur18, Proposition C.1.1.7] we get the required universal
property for Afin :

Fun×(A,C) ∼= Funex(Afin,C)

for any stable ∞-category C. In particular, we obtain a functor

(2.4.5) (−)fin : Catadd
∞ → Catst

∞,

that is left adjoint to the forgetful functor.

Alternatively, Afin can be described as a full subcategory of Â (this follows from [Lur18,
Remark C.1.1.6]) and the image coincides with the smallest subcategory of Â containing repre-
sentable presheaves and closed under taking shifts and finite colimits.

Example 2.4.6. Let R be a connective E1-ring spectrum. In the ∞-category of connective
R-module spectra RModcn

R , we have the subcategory of projective R-modules

ProjR ⊂ RModcn
R ,

defined as the subcategory of projective objects in the sense of [Lur17b, Definition 5.5.8.18].
These objects can also be characterized as retracts of free R-modules [Lur17a, Proposition
7.2.2.7]. Inside ProjR there is the subcategory of finite generated ones

ProjfgR ⊂ ProjR,

which can be characterized as those with π0 being finitely generated as a π0R-module [Lur17a,
Corollary 7.2.2.9]. The ∞-category ProjfgR is small and idempotent complete.

Let us now recall the theory of exact sequences in small stable ∞-categories. We denote,
following our notation for additive ∞-categories, by Kar(C) the idempotent completion of a
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stable ∞-category C (see [BGT13, Section 2.2] for a treatment in this context where they write
Idem(C) for Kar(C)). Suppose that we have a sequence of functors

B→ A→ C

in Catst
∞. Then we say it is exact if the composite is zero, B → A is fully faithful and the

functor
A/B→ C

becomes an equivalence after idempotent completion.

Lemma 2.4.7. The functor (2.4.5) sends exact sequences of additive ∞-categories to exact
sequences of stable ∞-categories.

Proof. Suppose that we have an exact sequence of additive ∞-categories

B→ A→ C.

We consider the diagram in Catst
∞:

Bfin → Afin → Cfin.

Fully faithfulness of Bfin → Afin follows, for example, from [Lur17b, Proposition 5.3.5.11].
It follows from Theorem 2.2.3(2) that A→ A/B can be identified with the cofiber of the map
B→ A in Catadd

∞ . As discussed in Remark 2.4.4 (−)fin is a left adjoint, so it preserves cofibers.
Lastly, note that

Kar((−)fin) ' (Kar(−))fin,

since both functors are left adjoint to the forgetful functor Catperf
∞ → Catadd

∞ .

Therefore, we conclude that the functor

Kar(Afin/Bfin) ' Kar((A/B)fin)→ Kar(Cfin)

is indeed an equivalence. �

3. Weight structures

This section is devoted to weight structures which is the central notion of this thesis. In a
precise sense it is a bridge between the world additive ∞-categories and stable ∞-categories.

3.1. Basics. Our goal in this section is to explain how one can recognize objects in the essential
image of the functor (2.4.5). This is done via Bondarko’s theory of weight structures, which we
have already introduced in Section 1 (see Definition 1.1.1).

Definition 3.1.1. We define
WCatst,b

∞

to be the full subcategory of the pullback ∞-category:

Maps({•60 → • ← •>0},Cat∞)×Cat∞ Catst
∞,

spanned by the triples (F,F(•),F(•) id→ F(•)) such that the morphisms F(•60) → F(•) and
F(•>0)→ F(•) are embeddings of full subcategories satisfying the axioms of a bounded weight
structure (see also Definition 1.1.1):

(1) ΣF(•>0) ⊂ F(•>0), ΩF(•60) ⊂ F(•60)

(2) if x ∈ F(•60), y ∈ ΣF(•>0) then

π0 MapsC(x, y) ' 0,
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(3) for any object x ∈ C we have a cofiber sequence

x60 → x→ x>1,

where x60 ∈ F(•60) and x>1 ∈ ΣF(•>0),

(4) F(•) =
⋃
n

Ω−nF(•>0) ∩ ΣnF(•60).

In other words this is the ∞-category of small, boundedly weighted stable ∞-categories
and weight exact functors. Note that since the functors F(•60)→ F(•) and F(•>0)→ F(•) are
fully faithful, the forgetful functor

WCatst,b
∞ → Catst

∞

induces fully faithful functors on mapping spaces.

Remark 3.1.2. Besides being retract-closed, Cw>0 and Cw60 are also extension stable: if
x→ y → z is a cofiber sequence in C where x, z ∈ Cw>0 then so is y. The same goes for Cw60;
we refer to [Bon10, Proposition 1.3.3(3)] for a proof.

Remark 3.1.3. Bounded weight structures are quite easy to construct. Let C be a stable
∞-category. Assume we are given with a subcategory N ⊂ C such that

(1) N generates C under finite limits, finite colimits and retracts,

(2) N is negatively self-orthogonal, that is, for any x, y ∈ N the mapping spectrum

mapsC(x, y),

is connective. Equivalently,

π0 MapsC(x,Σny) = 0,

for n > 0.

According to [BS18a, Corollary 2.1.2], defining

Cw>0 = {retracts of finite colimits of objects of N}
Cw60 = {retracts of finite limits of objects of N}

gives a weight structure on C whose heart is the minimal retract-closed additive subcategory
containing N. Note that it is a bounded weight structure. Indeed, the subcategory⋃

n

(C>−n ∩ C6n) ⊂ C

contains N and is closed under finite limits, finite colimits and retracts, so by assumption (1)
the inclusion is an equality. In fact it is a unique weight structure whose heart contains N as a
subcategory.

Conversely, the heart of a bounded weight structure on C trivially satisfies (2) and it follows
by induction using weight decompositions that C is generated by the objects of the heart (see
[Bon10, Corollary 1.5.7]).

Example 3.1.4. Let R be a connective E1-ring spectrum. Then the construction of Re-
mark 3.1.2 with

N = {R} ⊂ PerfR

gives a weight structure on the category PerfR. In this case

M ∈ (PerfR)w>0 ⇐⇒ M is connective,

M ∈ (PerfR)w60 ⇐⇒ π0 MapsR(M,ΣN) = 0 for any connective N.

the subcategory of connective modules and the subcategory of modules with trivial positive R-
cohomology. Compatibly with what Warning 3.1.5(1) suggested in the case R = S, the weight
decompositions correspond precisely to cellular filtrations.
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Warning 3.1.5. The notion of a weight structure is visibly similar to the notion of a t-structure,
and in many aspects their basic properties are also similar, however, one must be aware of some
important differences:

(1) Unlike t-truncations, weight decompositions are not functorial. In Example 3.1.4 for
R = S weight truncations correspond precisely to cellular filtrations. In particular,
they depend on the choice of a cellular structure. In Example 1.1.5 weight truncations
correspond to brutal truncations of a complex. One might think of a choice of weight
decompositions as of a choice of a projective resolution of a given object.

(2) As will be explained in the next section, the heart of a boundedly weighted stable ∞-
category, as an additive∞-category, determines the stable∞-category up to equivalence.
This contrasts the case of bounded t-structures where many non-equivalent stable ∞-
categories with a t-structure might have equivalent hearts as abelian categories.

3.2. From additive ∞-categories to stable ∞-categories via weights. In order to use
weight structures to detect the image of (−)fin, we factor it through WCatst,b

∞ .

Construction 3.2.1. We construct a factorization:

(3.2.2)

WCatst,b
∞

Catadd
∞ Catst

∞.
(−)fin

((−)fin,w)

Here, the right vertical map is the forgetful functor. To construct the dashed arrow, it suffices
to equip Afin with a canonical bounded weight structure (note that the vertical functor induces
fully faithful functors on the mapping spaces). To do so, we use Remark 3.1.3. Let N be the
essential image of A → Afin. By definition, N generates Afin under finite limits, finite colimits
and retracts. To check the self-orthogonality condition: for n > 0 we have for any x, y in A

(which we abusively identify with the essential image of A→ Afin):

π0(mapsAfin(x,Σny)) ' π0(ΣnmapsAfin(x, y)) ' π−n(MapsA(x, y)) ' 0.

Here we use the convention of Theorem 2.2.3 where Maps(−, y) indicate a functor landing in
connective spectra; this also explains the last equivalence.

Theorem 3.2.3. We have an adjoint pair

(3.2.4) ((−)fin, w) : Catadd
∞ �WCatst,b

∞ : (−)♥w .

Proof. By Remark 2.4.4 we have a binatural equivalence

(3.2.5) Fun×(A,C) ' Funex(Afin,C)

for any additive ∞-category A and stable ∞-category C. Now suppose C is equipped with a
bounded weight structure u. Then,

(1) we have a subspace inclusion

MapsCatadd
∞

(A,C♥u) ⊂ Fun×(A,C),

given by additive functors A→ C which land in C♥u ;

(2) we have a subspace inclusion

MapsWCatst,b
∞

((Afin, w), (C, u)) ⊂ Funex(Afin,C),

given by those exact functors which are furthermore weight exact.
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Under the equivalence of (3.2.5), these subspaces are identified:

MapsCatadd
∞

(A,C♥u) ' MapsWCatst,b
∞

((Afin, w), (C, u)).

which gives us the desired adjunction. �

Proposition 3.2.6. Let (C, wC), (D, wD) be boundedly weighted stable∞-categories. The counit
of the adjunction (3.2.4) gives an equivalence in WCatst,b

∞

((C♥w)fin, w) ' (C, wC).

Consequently (−)♥w is fully faithful.

Proof. Consider the functor

F : C→ Funex(Cop,Spt)→ Fun×((C♥w)op,Spt).

By the orthogonality axiom for weight structures for any X,Y ∈ C♥wC the map

MapsC♥w (Y,X) ' τ>0mapsC(Y,X)→mapsC(Y,X) = F(X)(Y)

is an equivalence of spectra (see notation after Corollary 2.2.2). In particular, the composite

C♥w → C→ (̂C♥w)

is equivalent to the spectral Yoneda embedding (see Corollary 2.2.2). Moreover, F is exact, so
by the universal property (see Remark 2.4.4) the composite functor

(C♥w)fin → C→ (̂C♥w)

is equivalent to the canonical embedding (C♥w)fin ⊂ (̂C♥w). Since F is fully faithful by con-
struction, we obtain that the counit functor is fully faithful.

Since w is bounded C is generated by C♥w under finite colimits and shifts, so the image of
F is contained in (C♥w)fin. This ensures that both F and the counit functor are essentially
surjective. �

We now prove the main theorem of this section.

Theorem 3.2.7. The adjoint pair (3.2.4) restricts to an equivalence of ∞-categories

CatwKar
∞ �WCatst,b

∞ .

Proof. After Proposition 3.2.6 it suffices to show that the essential image of (−)♥w consists of
those additive∞-categories that are weakly idempotent complete. All additive∞-categories in
the image are weakly idempotent complete by Theorem 4.3.2(II.2) of [Bon10].

Conversely, we show that for a weakly idempotent complete additive category A the heart
of the weight structure on Afin is A. By Remark 3.1.3 it equals to the retract-closure of A in
Afin which is equal to A by Theorem 4.3.2(II.2) of [Bon10].

�

Corollary 3.2.8. For an additive category A there is an equivalence of (weighted) stable ∞-
categories

Afin ' Comb(A).

In other words, Comb(A) is the free stable ∞-category on an additive category.

Proof. As Example 1.1.5 shows Comb(A) admits a weight structure, whose heart is A. Now
the result follows directly from Proposition 3.2.6. �

Corollary 3.2.9. For a connective E1-ring spectrum R we have a natural equivalence

(ProjfgR )fin ' PerfR.
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Proof. Similarly, the result follows directly from applying Proposition 3.2.6 to PerfR endowed
with the weight structure from Example 3.1.4. �

The next corollary shows that our result is compatible wih the theory of weight structures
on triangulated categories, giving a conceptual explanation to a very useful ad-hoc construction
introduced by Bondarko. The reader unfamiliar with this theory may feel free to skip this part.

Corollary 3.2.10. For any boundedly weighted stable ∞-category C there is a natural exact
functor C

t→ Comb(hC♥) that induces the weight complex functor in the sense of [Bon10, Sec-
tion 3]

tB : h(C)→ Kb(hC♥)→ Kb
w(hC♥).

Proof. For an additive ∞-category A we have a natural functor

A→ hA.

In view of Theorem 3.2.7 this induces a natural functor

C ' (C♥)fin → (hC♥)fin ' Comb(hC♥)

where the equivalence on the right is from Corollary 3.2.8. We define t to be the unit of the
adjunction (3.2.4). Bondarko’s functor tB was defined via choosing weight decompositions for all
objects and taking the fibers between neighboring stages to obtain the components of a complex.
It was then shown that the construction does not depend on the choices and is functorial. In
particular, the weight complex functor for the triangulated category Kb(hC♥) can be identified
with the natural projection

Kb(hC♥)→ Kb
w(hC♥).

Since t is weight-exact, it sends any choices of weight decompositions to weight decompositions
in Comb(hC♥). Hence, by construction tBhC ◦ t ' tBKb(hC♥). �

Remark 3.2.11. The corollary above solves [Bon10, Conjecture 3.3.3] for triangulated cate-
gories with a bounded weight structure that have an ∞-categorical model.

Remark 3.2.12. For an additive ∞-category A we have a universal map to an n-category

A→ τ6nA.

The ∞-category τ6nA has the same objects as A and the mapping spaces in τ6nA are given
by n-truncations of the mapping spaces in A.

Under the equivalence Theorem 3.2.7 this gives some higher version of the weight complex
functor C → τ6nC := (τ6n(C♥))fin for any boundedly weighted stable ∞-category C. We refer
to τ6nC as the n-th Postnikov truncation of C.

3.3. Examples.

3.3.1. Motivic examples. In this section, we discuss examples of boundedly weighted stable
∞-categories coming from the theory of motives. We fix a field k and let R be a ring of
coefficients. Denote by DM(k,R) the stable ∞-category of motives in the sense of Voevodsky,
with coefficients in R (see [Voe00] for the original reference, [MVW06] for a textbook treatment
and [BH18, Chapter 14] or [EK20] for ∞-categorical treatments). This ∞-category admits a
functor

M : Smk → DM(k,R),

which associates to a smooth k-scheme X, its motive M(X) and converts products of schemes
into tensor products of motives; the coefficient ring will always be clear from the context. Inside
DM(k,R) we have the subcategory

DMgm(k,R) ⊂ DM(k,R)
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of geometric motives [MVW06, Lecture 14]. This is the stable subcategory of DM(k,R),
closed under retracts, generated by objects

{M(X)(q) : X is a smooth k-scheme, q ∈ Z}.

Definition 3.3.2. Let k be a field and R a ring of coefficients. The additive ∞-category of
Chow motives (with coefficients in R):

Chow∞(k,R) ⊂ DMgm(k,R),

is the smallest additive ∞-category generated by

{M(X)(q)[2q] : X is smooth and projective over k, q ∈ Z},

and retracts thereof.

We note that the mapping spaces in Chow∞(k,R) are not discrete. Indeed, suppose that
X is a smooth k-scheme and Y is a smooth projective k-scheme which is of pure dimension d.
Then, if k is a perfect field, Friedlander-Voevodsky/Atiyah duality ([FV00, Rio05]) gives us a
computation of the dual in DM(k; R)

M(Y)∨ ' M(Y)(−d)[−2d].

Therefore we have the following computation for all j > 0:

πj Maps(M(X)(n)[2n],M(Y)(m)[2m]) ' π0 Maps(M(X),M(Y)(m− n)[2m− 2n− j])
' π0 Maps(M(X)⊗M(Y),M(k)(m− n+ d)[2m− 2n− j + 2d])

' π0 Maps(M(X×Y),M(k)(m− n+ d)[2m− 2n− j + 2d])

' H
2(m+d−n)−j,m+d−n
mot (X×Y)

' CHm+d−n(X×Y; j).

This can be non-zero for j > 0. This calculation leads to the following lemma.

Lemma 3.3.3. Let k be a perfect field, X be a smooth k-scheme, Y a smooth projective k-scheme
of dimension d and n,m ∈ Z. Then, for any coefficient ring R, the mapping spectrum

mapsDMgm(k;R)(M(X)(n)[2n],M(Y)(m)[2m])

is connective.

Proof. By the computation above, we need to show that the group

πjmaps(M(X)(n)[2n],M(Y)(m)[2m]) ' H
2(m+d−n)−j,m+d−n
mot (X×Y; R),

is zero whenever j < 0. Without loss of generality, we might as well assume that R = Z. By
way of comparison with Bloch’s higher Chow groups [Voe02]:

Hp,q
mot(X;Z) ' CHq(X, 2q − p),

we see that the desired vanishing is true since CHq(X, i) is zero whenever i < 0. �

The following is a result of Bondarko which we give a proof of for the reader’s convenience.
We remark that, in what follows, R must be a ring in which the characteristic of k is invertible
(e.g. Z[ 1

e ]). This lets us assume that k is perfect and, more importantly, allows us to use smooth
projective k-schemes as generators for geometric motives.

Theorem 3.3.4 ([Bon10, Bon11]). Let k be a field and suppose that e is the exponential char-
acteristic of k. Assume that R is a ring where e is invertible. Then there exists a bounded
weight structure on DMgm(k; R) such that DMgm(k,R)♥w ' Chow∞(k,R).
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Proof. By [Sus17] we can assume k is perfect. By Remark 3.1.3 it suffices to check that the
collection {M(X)(q)[2q]} where X is a smooth projective k-scheme and q ∈ Z is a collection of
generators for DMgm(k,R) and that the mapping spectrum

mapsDMgm(k;R)(M(X)(n)[2n],M(Y)(m)[2m])

is connective for any smooth projective X,Y and any n,m ∈ Z. The first fact follows from
[Kel17, Proposition 5.3.3], the second fact was already proved in Lemma 3.3.3. �

Remark 3.3.5. The analogous weight structure can be constructed more generally on the
∞-categories of relative geometric motives DMgm(S;Q) (see [Bon14]) for quasi-excellent finite
dimensional separated schemes S and even on some subcategories of DMgm(S;Z[1/p]), where S
is a scheme of exponential characteristic p (see [BI15]). Moreover, similar weight structures can
be constructed on the ∞-category of compact KGLS-modules and the ∞-category of compact
MGLS-modules ([BS18a, 4]).

3.3.6. Stacky examples. In this section, we will furnish some examples from the context of
algebraic stacks. First we fix the definitions and introduce basic notions from the theory of
spectral stacks.

Definition 3.3.7. A functor F: E∞-Rings → Spc is called a spectral stack6 if the following
holds:

• F is a sheaf in the fpqc topology on E∞-Ringsop.

• there exists a surjection of sheaves Spec(R)
f→ F, where Spec denotes the Yoneda

embedding E∞-Ringsop → Fun(E∞-Rings,Spc). We call this map an atlas of F.

• the map Spec(R) → F of the map f is flat, that is for any map Spec(S) → F the
pullback map

Spec(S)×F Spec(R)→ Spec(R)

is equivalent to Spec(fR) for some flat map of E∞-rings R
fR→ R′.

We say that a spectral stack is connective if the ring spectrum R can be chosen to be connective.

Note that any spectral scheme can be viewed as a spectral stack via taking the associ-
ated representable functor. Denote by Stk∞ the ∞-category of spectral stacks. We define
Dqc : Stk∞ → Catex∞ to be the right Kan extension of the functor ModR : E∞-Rings → Catex∞ .
This functor admits a symmetric monoidal enhancement (see [Lur18, 6.2.6]). Moreover Dqc,X

admits a t-structure where the nonnegative part is the full subcategory of connective objects,
i.e., those objects that become connective after pullback to a flat atlas (see [Lur18, Corol-
lary 9.1.3.2]). We refer to [Lur18, Chapter 9] for more generalities on spectral stacks.

Definition 3.3.8. Let k be a discrete commutative ring.

• A group scheme over k is a group object in the category of k-schemes. A group
scheme is said to be flat if it is flat as a k-scheme.

• A flat group scheme G is called embeddable if there exists a homomorphism G →
GLn(k) which is a closed immersion [AHR19, Definition 2.1(1)].

• A flat group scheme G is called linearly reductive if the functor of taking invariants

Dqc,BG → Dqc,k

is t-exact for the standard t-structure; this is the same as saying that the canonical
morphism π : BG→ Spec k is cohomologically affine in the sense of [Alp13].

6In [Lur18, Definition 9.1.0.1] the ∞-category Spc was enlarged to include spaces from a larger universe, i.e.
not necesessarily small. This is not necessary for the definition; see [Lur18, Remark 9.1.0.2].
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• A flat group scheme G is called nice if it is an extension

1→ G0 → G→ H→ 1;

where G0 is closed, normal subgroup of multiplicative type (e.g. a torus) and H is finite,
locally constant with |H| invertible in k [HR15a, Definition 1.1].

We refer to [AHR19, Section 2] for a more thorough exposition, but let us give some
explanation and examples for the reader’s convenience.

Example 3.3.9. It is standard that a constant, finite group with order invertible on the base is
linearly reductive. Furthermore, according to [Alp13, Proposition 12.17(2)], linearly reductive
groups are closed under extensions. Therefore any nice group scheme is linearly reductive.

Example 3.3.10. Let k be a Q-algebra. Then, by [Alp14, Lemma 4.1.6, Remark 9.1.3], the
notion of being linearly reductive is equivalent to the notion of being geometrically reductive
(note that if G is linearly reductive then it is always geometrically reductive). This latter notion
is equivalent to G being reductive in the classical sense whenever G is smooth with geometrically
connected fibers [Alp14, Theorem 9.7.5]. Hence, in this setting, the reader should feel free to
substitute the notion of linear reductivity with the classical notion of reductivity.

Example 3.3.11. Let k be a field of characteristic p > 0; from the perspective of topological
cyclic homology this is the primary situation of interest. Then, being linearly reductive is
equivalent to being nice [HR15a, Theorem 1.2]. Examples include tori, the roots of unity sheaves
µpn and constant group schemes of order prime to p. If k is a ring of mixed characteristic, then
[AHR19, Theorem 19.9] gives a classification result: any linearly reductive group G over k is
canonically an extension of a finite, tame linearly reductive group scheme by a smooth linearly
reductive group scheme.

If X is a quasicompact and quasiseparated derived algebraic stack we recall PerfX ⊂ Dqc,X

is the subcategory of spanned by those objects M such that for any morphism from an affine
derived scheme x : Spec A → X, x∗M is a perfect A-module; such an object is a perfect
complex on X.

Construction 3.3.12. We say that a group scheme G acts on E∞-k-algebra R if R an E∞-
algebra object in Dqc,BG. Given an affine group scheme G over a field k acting on a connective
E∞-k-algebra R consider the functor

[Spec R/G]: E∞-Rings→ Spt

which is the colimit of the simplicial diagram

· · ·G×k G×k Spec R G×k Spec R Spec R

in Spt-valued fpqc-sheaves on E∞-Ringsop. This turns out to be a stack and an atlas is given
by Spec R → [Spec R/G] (see [Lur18, Corollary 9.1.1.5]). We call it the quotient stack. When
R = k and the action is trivial we adopt the notation BG := [Spec k/G]. We have

Dqc,[Spec R/G] ' limDqc,G×n×kSpec R ' limModO⊗nG ⊗kR(Dqc,G×n) 'ModR(Dqc,BG),

where R is considered as an E∞-algebra object in Dqc,BG on the right-hand side. (cf. [Iwa18,
Proposition 2.7]). Alternatively, we may identify the∞-category Dqc,[Spec R/G] with R-modules
endowed with an action of G which is compatible with an action on R.

The next theorem is the main source of examples for this thesis.

Theorem 3.3.13. Let G be an embeddable linearly reductive group scheme over a commutative
ring k.
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(1) Let R be a connective E∞-k-algebra endowed with an action of G. There is a bounded
weight structure on Perf [Spec R/G] whose heart is the full subcategory generated under
retracts by the set

N := {p∗E : E is a finite G-equivariant k-module E},
where p : [Spec R/G]→ BG is the structure morphism.

(2) Let R
f→ S be a G-equivariant morphism of connective E∞-k-algebras endowed with an

action of G. Then the base change functor Perf [Spec R/G] → Perf [Spec S/G] is weight
exact.

To prove this claim we will need to use that Dqc,[Spec R/G] has a nice set of compact gener-
ators.

Lemma 3.3.14. Let C⊗ be a stable symmetric monoidal ∞-category whose underlying ∞-
category is compactly generated by {Xi} and the unit is compact. Then for any E1-algebra
object A in C⊗ the ∞-category of left A-modules ModA(C) is compactly generated by {A⊗Xi}.

Proof. Let U : ModA(C)→ C be the forgetful functor, right adjoint to Y 7→ A⊗ Y. By Corol-
laries 4.2.3.7(2) and 4.2.3.2 of [Lur17a], U preserves colimits and is conservative. This implies
that the objects A ⊗ Xi are compact. It remains to show that they form a set of generators.
If Y ∈ C is an object such that the mapping space MapsA(A⊗ Xi,Y[j]) = MapsC(Xi,U(Y)[j])
is contractible for all i and all j ∈ Z, then U(Y) = 0. This implies that Y = 0, whence the
claim. �

Proposition 3.3.15. Fix the notations of Theorem 3.3.13. The stable∞-category Dqc,[Spec R/G]

is compactly generated by N. If k is a field it suffices to take the subset of N consisting of pull-
backs of irreducible k-representations V ∈ Dqc,BG.

Proof. When R = k, the claim follows from [HR15b, Proposition 8.4] as BG has the resolution
property. Moreover, if k is a field then the ∞-category Dqc,BG is compactly generated by the
irreducible k-representations of G (see also [HR15a, Thm. A(c)]). Now the general statement
follows from Lemma 3.3.14 and the discussion in the end of Construction 3.3.12. �

Proof of Theorem 3.3.13. We apply the construction from Remark 3.1.3 to the set N. It suffices
to show that

(a) Perf [Spec R/G] is generated under finite limits, finite colimits and retracts by the set N,

(b) for any G-equivariant k-modules E, E′ the spectrum

mapsPerf [Spec R/G]
(p∗E, p∗E′)

is connective.

By Proposition 3.3.15 the∞-category Dqc,[Spec R/G] is compactly generated by N. In particular,
this implies that the subcategory of compact objects in Dqc,[Spec R/G] is generated by N under
finite limits, finite colimits and retracts. To prove (a) it suffices to show that every perfect
complex is compact in Dqc,[Spec R/G]. The set N contains the tensor unit of Dqc,[Spec R/G], in
particular the tensor unit is a compact object. Now the claim follows from [Lur18, Proposi-
tion 9.1.5.3] (see also [HR15b, Lemma 4.4(2)]). To prove (b) we use the equivalence

mapsPerf [Spec R/G]
(p∗E, p∗E′) ' mapsPerfR

(p∗E, p∗E′)G

given by descent and the fact that taking invariants preserves connectivity by definition of linear
reductivity.

The second part of the statement follows by construction. (see also Remark 3.1.3). �
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Remark 3.3.16. Under the assumptions in Theorem 3.3.13 PerfX coincides with compact
objects in Dqc,X [Lur18, Proposition 9.1.5.3] (see also [HR15b, Lemma 4.4(2)]). We note that
a nice weight structure on (Dqc,X)ω exists in a more general setting. For instance, a slight
modification of the formula (1) gives a generating set for a weight structure for G a finite
(discrete) group and R any E∞-ring spectrum. More precisely, one shall define

N := {p∗E : E is a finite projective G-equivariant k-module}.
Indeed, given the equivalence

(Dqc,[Spec R/G])
ω ' (ModRtw[G])

ω = PerfRtw[G]

where Rtw[G] is the twisted group ring, this follows from Example 3.1.4. On the other hand,

(Dqc,[Spec R/G])
ω 6= Perf [Spec R/G],

so Theorem 3.3.13 can not be applied.

Unfortunately, we do not have a general unified statement about the existence of a weight
structure on (Dqc,[Spec R/G])

ω.

4. Regularity

4.1. Regular ring spectra. Suppose that R is a left noetherian E1-ring spectrum, i.e. that
π0(R) is left noetherian as an ordinary ring and the homotopy groups πi(R) are finitely generated
as left π0(R)-modules. A left R-module M is almost perfect if it is bounded below and each
πi(M) is finitely generated as a left π0(R)-module [Lur17a, Prop. 7.2.4.17], and coherent if it is
almost perfect and bounded above. By [Lur17a, Prop. 7.2.4.23(4)], an almost perfect R-module
is perfect if and only if it is of finite tor-amplitude. We write CohR for the full subcategory
of ModR spanned by coherent left R-modules; this is also a thick subcategory by [Lur17a,
Prop. 7.2.4.11].

Remark 4.1.1. Note that the noetherian hypothesis guarantees that R is almost perfect as a
left R-module. Thus if R is bounded above, then it is moreover coherent as a left R-module.
It follows then that every perfect left R-module is coherent, i.e., that there is an inclusion
PerfR ⊂ CohR when R is bounded above.

The following definition can be found in [BL14], where it is called “almost regularity”.

Definition 4.1.2. Let R be a left noetherian connective E1-ring spectrum. We will say that
R is regular if every coherent left R-module is perfect.

It suffices to require that every discrete coherent left R-module is perfect, in view of the
exact triangles

Σiπi(M)→ τ6i(M)→ τ6i−1(M)

for M ∈ ModR and i ∈ Z. Moreover, one has the following useful criterion (see [BL14,
Prop. 1.3]):

Proposition 4.1.3. Let R be a left noetherian connective E1-ring such that π0(R) is a regular
commutative ring. Then R is regular if and only if π0(R) is perfect as an R-module.

Lemma 4.1.4. Let R be a left noetherian connective E1-ring such that (π0(R),m) is a local
commutative ring. Suppose that for every discrete coherent right R-module M, the tensor product
M⊗R π0(R)/m is bounded. Then R is regular.

Proof. It suffices to show that any discrete coherent right R-module M is of finite tor-amplitude.
By our assumption, M ⊗ π0(R)/m is k-truncated for some k. For any prime ideal p ⊂ π0(R)

there exists a minimal free resolution of the π0(R)/p-module M̃ := M ⊗R π0(R)/p by [Rob80,
Theorem 2.4] (cf. [Ser68, Appendix I, Prop. 1(a)]). That is, there is a quasi-isomorphism F→ M̃
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(where we regard M̃ as a chain complex of discrete π0(R)/pi-modules), where F is a complex
of finite free π0(R)/pi-modules whose differentials are defined by matrices with coefficients in
m. The homotopy groups

πj
(
F⊗π0(R)/p π0(R)/m

)
= πj

(
M̃⊗π0(R)/p π0(R)/m

)
= πj

(
M⊗R π0(R)/m

)
vanish for j > k, hence all terms of F must be zero in degrees higher than k. This implies that
that M⊗R π0(R)/p is k-truncated.

Now any discrete coherent left R-module N admits a filtration

0 = N0 ⊂ · · · ⊂ Nn = N

such that the associated graded modules Ni/Ni−1 are of the form π0(R)/pi for some prime
ideals pi. Considering the exact sequences

Ni−1 → Ni → π0(R)/pi

and using the fact that M⊗R π0(R)/pi is k-truncated for all i, we see that M⊗N is k-truncated
as well. Thus M has finite tor-amplitude, as desired. �

Remark 4.1.5. Let R be a connective E1-ring. The ∞-category ModR admits a canonical
t-structure, where the non-negative part (ModR)t>0 is spanned by the connective modules. If
R is left noetherian this always restricts to the full subcategories of almost perfect and coherent
modules [Lur17a, Prop. 7.2.4.18]. One might ask whether it also restricts to the full subcategory
PerfR of perfect R-modules. This is the case if and only if πi(M) belongs to PerfR for any
M ∈ PerfR. When R is left noetherian this is equivalent to R being regular.

Remark 4.1.6. For every M ∈ PerfR and N ∈ CohR, there exists an integer n such that the
mapping space ModR(ΣnM,N) is contractible. Indeed, this is true for M = ΣjR since N is
bounded above, and therefore for an arbitary M, since it is built out of ΣjR using finite colimits
and retracts. For regular R, this says that the space ModR(M,N) has finitely many non-zero
homotopy groups, for any M,N ∈ PerfR.

Example 4.1.7. (i) If R is discrete, then it is regular if and only if it is regular in the sense of
ordinary commutative algebra. This follows from Auslander-Buchsbaum-Serre theorem.

(ii) Let k be a regular commutative ring and R = k[T] with T in degree 2. Then R is regular.

(iii) The E∞-ring spectra ku, ko, and tmf are regular [BL14].

4.1.8. We say that R is quasi-commutative if, for every x ∈ π0(R) and y ∈ πn(R), the equality
xy = yx holds in πn(R). Under this assumption, we can show that regularity is stable under
localizations:

Proposition 4.1.9. Let R be a quasi-commutative connective E1-ring spectrum which is left
noetherian.

(i) If R is regular, then for any set S ⊂ π0(R), the localization S−1R is also regular.

(ii) If the localization Rm is regular for every maximal ideal m ⊂ π0(R) and furthermore π∗(R)
is a left noetherian graded ring, then R is regular.

To prove the result we need two additional lemmas.

Lemma 4.1.10. Let R be a quasi-commutative connective E1-ring spectrum which is left noe-
therian. Let M be an R-module and m be a maximal ideal in π0(R).

Then any map P′ → Mm in ModRm with P′ ∈ PerfRm is equivalent to Pm
fm→ Mm for

some P ∈ PerfR and f ∈ModR(P,M).
34



Proof. The functor

ModR
(−)m→ ModRm

is a localization whose kernel K is compactly generated (see [Lur17a, Lemma 7.2.3.13]). Hence,
this functor restricts to a fully faithful embedding

PerfR/(K ∩PerfR)
L→ PerfRm

which is an equivalence up to idempotent completion. Since π0(R)m is a local ring, K0(Rm) '
K0(π0(Rm)) ' Z and so the functor L induces an isomorphism on K0. Now by [Tho97, Theo-
rem 2.1] L is an equivalence and hence there exists P′′ ∈ PerfRm such that P′′m ' P′.

Any morphism f ′ ∈ModRm(P,Mm) 'ModR/K(P′′,M) can be represented by a zig-zag
of morphisms in ModR

P′′
s← P

f→ M

where Cofib(s) ∈ K. Since P′′ is compact, and K is compactly generated we can assume Cofib(s)
and P to be compact. This concludes the proof since by construction fm is equivalent to f ′
and s becomes an isomorphism in ModRm . �

Lemma 4.1.11. Let R be a connective E1-ring spectrum such that π∗(R) is left noetherian
graded ring. Then π∗(M) is a finitely generated π∗(R)-module for any M ∈ PerfR.

Proof. The claim is true for M = ΣnR for n ∈ Z. For a fiber sequence M1 → M2 → M we have
an exact sequence of graded π∗(R)-modules

π∗(M2)→ π∗(M)→ π∗−1(M1).

Since π∗(R) is noetherian, this implies that π∗(M) is finitely generated whenever π∗(M1) and
π∗(M2) are. Moreover, the property of having finitely generated π∗ is closed under retracts,
therefore it holds for all M ∈ PerfR by definition of this category. �

proof of Proposition 4.1.9. For the purposes of the proof given a subset S ⊂ π0(R) we denote
the extension of scalars functor ModR →ModS−1R by LS.

(i) It will suffice to show that, for every perfect S−1R-module N, we have π0(N) ∈ PerfS−1R.
Since any perfect S−1R-module N is a retract of an object of the form LS(M) for some M ∈
PerfR, we may restrict our attention to N = LS(M). For M ∈ PerfR, it follows from [Lur17a,
Prop. 7.2.3.20] that we have

πn(LSM) ' S−1πn(M) ' πn(M)⊗π0(R) S−1π0(R).

This implies in particular that π0(LSM) ' L(π0(M)) belongs to PerfS−1R, as claimed.

(ii) Let M be a discrete coherent R-module. By the assumption Mm is perfect for any maximal
ideal m ⊂ π0(R). Applying Lemma 4.1.10 to the identity map on Mm we see that there is
P ∈ PerfR and a map P

f→ M that becomes an equivalence after localizing at m. For any
S ⊂ π0(R) the map of finitely generated π∗(R)-modules

π∗(P)
π∗(f)→ π∗(M)

can be identified with
π∗(LSP)

π∗(LSf)→ π∗(LSM)

after localizing at S considered as a subset of π∗(R) by [Lur17a, Prop. 7.2.3.20]. Therefore
it becomes an isomorphism after inverting (π0(R) r m) ⊂ π∗(R). By Lemma 4.1.11 π∗(P) is
a finitely generated graded π∗(R)-module. The same is true for π∗(M), since it is a finitely
generated discrete π0(R)-module. Hence we can find an element xm ∈ π0(R) rm such that

π∗(L{xm}P)
π∗(L{xm}f)
−→ π∗(L{xm}M)
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is also an isomorphism. Therefore L{xm}M is perfect. Now the ideal generated by xm for allm is
the unit ideal since it is not contained in any maximal ideal. Pick any finite set {xm1 , · · · , xmn}
that also generates the unit ideal. The family {R → Rxmi

}ni=1 is a fpqc cover, so by [Lur18,
Proposition 2.8.4.2(10)] M is perfect. �

4.1.12. Bounded regular ring spectra. This subsection is dedicated to the following result, which
was previously noted for dg-algebras by Jørgensen in [Jø10, Theorem A] and for E∞-ring spectra
by Lurie in [Lur18, Lemma 11.3.3.3]. Here we only note that the same proof works more
generally for quasi-commutative E1-ring spectra. Note that this is optimal in the sense that
the statement is false without the quasi-commutativity assumption (see §4.1.14).

Theorem 4.1.13. Let R be a quasi-commutative connective E1-ring spectrum which is left
noetherian. If R is regular and has only finitely many nontrivial homotopy groups, then R is
discrete.

Proof. We can clearly assume that R is nonzero. To show that R is discrete, it will suffice to
show that its localization Rp, at any prime ideal p ⊂ π0(R), is discrete. Since Rp is regular by
Proposition 4.1.9, we may replace R by Rp and thereby assume that π0(R) is local. Denote by
m ⊂ π0(R) the maximal ideal, and κ the residue field. Let n > 0 be the largest integer such
that πn(R) 6= 0. For the sake of contradiction, we will assume that n > 0.

Since R is noetherian, the π0(R)-module πn(R) is finitely generated. Let p ⊂ π0(R) be a
minimal prime ideal such that p ∈ Suppπ0(R)(πn(R)). By Proposition 4.1.9, the localization
Rp is regular. Therefore, replacing R by Rp, we may assume that πn(R) is supported at m, so
that in particular m ⊂ π0(R) is an associated prime ideal of πn(R).

Since R is regular, the coherent left R-module κ is perfect. Therefore, the following claim
will yield the desired contradiction:

(∗) Let N be a nonzero connective perfect left R-module. Let k > 0 be the smallest natural
number such that N is of tor-amplitude 6 k. Then we have πn+k(N) 6= 0.

To prove (∗) we argue by induction. In the case k = 0, N is flat with π0(N) 6= 0, so that
πn(N) ' πn(R) ⊗π0(R) π0(N) 6= 0. Assume therefore that k > 0. Choose elements of π0(N)
that induce a basis of the κ-vector space π0(N)⊗π0(R) κ and consider the surjective R-module
morphism u : R⊕m → N they determine. Its fiber, which we denote N′, is a connective perfect
left R-module fitting in an exact triangle

N′
v−→ R⊕m

u−→ N.

Considering the induced exact sequence of abelian groups

0 = πn+k(R⊕m)→ πn+k(N)→ πn+k−1(N′)
ϕ−→ πn+k−1(R⊕m),

it will suffice to show that ϕ is not injective.

Since N is of tor-amplitude 6 k, with k minimal and > 0, it follows that N′ is nonzero and
of tor-amplitude 6 k − 1. Therefore by the inductive hypothesis, πn+k−1(N′) 6= 0. If k > 1,
then πn+k−1(R⊕m) = 0, so ϕ is not injective. It remains to consider the case k = 1. In this
case, the perfect left R-module N′ is flat, and hence free of finite rank r > 0, since π0(R) is local.
Therefore the map v : N′ → R⊕m is determined up to homotopy by a matrix {vi,j}16i6r,16j6m
of elements vi,j ∈ π0(R). Since m ⊂ π0(R) is an associated prime of πn(R), we may choose a
nonzero element x ∈ πn(R) such that multiplication by x kills m. We claim that the element
(x, x, . . . , x) ∈ πn(R)⊕r ' πn(N′) is sent by ϕ to zero in πn(R⊕m). For this purpose it will
suffice to show that the elements vi,j ∈ π0(R) all belong to m. Consider the exact sequence

π0(N′)/m
v−→ π0(R⊕m)/m

u−→ π0(N)/m→ 0.
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Since the map u : π0(R⊕m)/m → π0(N)/m is injective, it follows that v : π0(N′)/m →
π0(R⊕m)/m is the zero map. In other words, the image of v : π0(N′) → π0(R⊕m) lands in
m⊕m ⊂ π0(R)⊕m, as desired. �

4.1.14. A noncommutative counterexample. We now give an example of a noncommutative reg-
ular ring spectrum that is bounded but not discrete. This shows that the quasi-commutativity
hypothesis in Theorem 4.1.13 is necessary.

Construction 4.1.15. Let k be a field. Consider the graded ring R, concentrated in degrees
0 and 1, where R0 = k × k and R1 = k with multiplication defined by the formulas

(a, b) · (c, d) = (ac, bd)

x · (a, b) = bx

(a, b) · x = ax,

where (a, b), (c, d) ∈ R0, x ∈ R1.

The graded ring R is associative but not commutative, and gives rise to a connective E1-ring
spectrum, which we denote again by R, that is not quasi-commutative. However, it has regular
π0, and is also itself regular:

Proposition 4.1.16. Let R be the E1-ring spectrum defined by Construction 4.1.15. Then R
is regular.

Proof. By Proposition 4.1.3 it suffices to show that π0(R) is perfect.

Denote by X the direct summand of the free R-module R corresponding to the projector
(0, 1) ∈ π0(R) = k × k. We first note that X ' k is discrete. Indeed we have by definition
π0(X) = k and πi(X) = 0 for i 6= 0, 1. The only x ∈ k satisfying (0, 1) · x = x is zero, so π1(X)
is also zero.

Since x · (0, 1) = x ∈ π1(R), the element 1 ∈ k ' π1(R) gives rise to a map X[1]→ R. This
map induces an isomorphism π0(X) → π1(R), and therefore exhibits X[1] as the 1-connective
cover τ>1R. It follows that its cofiber is an object of PerfR equivalent to τ60R = π0(R). �

Remark 4.1.17. In fact it is easy to see using the Künneth spectral sequence that any E1-ring
spectrum R is regular as soon as the classical ring π∗(R) =

⊕
n πn(R) is regular. In the example

above, the ring π∗(R) is isomorphic to the ring of triangular matrices, which is regular.

4.2. Regular spectral stacks.

Definition 4.2.1.

(i) We say that X ∈ Stk∞ is homologically regular if the t-structure on Dqc,X restricts to the
subcategory of compact objects, or in other words, if π0(P) is compact for any compact P.

(ii) We say that X ∈ Stk∞ is regular if there exists a smooth, faithfully flat morphism Spec(R)→
X with R a regular connective E∞-ring spectrum.

The two definitions are not in general equivalent because homological regularity is not local
(even in the étale topology). Indeed, for a field k of positive characteristic p and a finite discrete
group G of order p, the quotient stack [Spec(k)/G] is not homologically regular.

However, for X = Spec(R), where R is some connective E∞-ring spectrum, the two notions
are equivalent. Indeed, (i) implies (ii) tautologically, while the converse implication follows from
[Lur18, Proposition 2.8.4.2]. Now we compare the two notions for more general spectral stacks.
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4.2.2. Comparing the two notions of regularity. For the rest of the section, we fix a field k, G an
embeddable group scheme over k, and R a noetherian connective E∞-k-algebra with an action
of G such that π0(R) is a finite type k-algebra. We additionally assume that either char(k) = 0
or G is linearly reductive. We write X = [Spec(R)/G] and f : X → BG, p : Spec R → X
for the canonical morphisms. Under the assumptions the functor f∗ : Dqc,BG → Dqc,X '
ModR(Dqc,BG) can be identified with V 7→ V ⊗ R. The inverse image functor

p∗ : Dqc,X →ModR,

is identified with the functor of forgetting the action. The main theorem of this section is:

Theorem 4.2.3. The spectral stack [Spec(R)/G] is homologically regular if R is regular. More-
over, the converse implication holds if G is smooth and π∗(R) is graded noetherian.

In particular, we see that for the spectral stack [Spec(R)/G] with smooth G and noetherian
π∗(R), homological regularity coincides with regularity. Note that the graded ring π∗(R) is
automatically noetherian if R is a bounded and noetherian E∞-ring spectrum. Combining this
with Theorem 4.1.13, we get:

Corollary 4.2.4. Assume that G is smooth. If R is bounded and the spectral stack [Spec R/G]
is homologically regular, then R is discrete.

Proof of Theorem 4.2.3. First, assume that R is regular. Recall that by Theorem 3.3.13 To
show X is homologically regular it suffices to show that for each of the compact generators
f∗(V) from Proposition 3.3.15, πn(f∗(V)) is compact for all n. By t-exactness of p∗ (see [Lur18,
Remark 9.1.3.4]), we have p∗πn(f∗(V)) = πn(p∗f∗(V)). Since p∗f∗(V) = R ⊗k V is a free
R-module, it is a compact object of ModR. If R is regular, then πn(p∗f∗(V)) is compact, so
it follows from [Lur18, Prop. 9.1.5.3] and compactness of OX = f∗(k) that πn(f∗(V)) is also
compact. Thus X is homologically regular.

Now we prove the ’moreover’ part. Assume R is not regular. We will argue by contradiction
that X cannot be homologically regular. By Proposition 4.1.9 we know that Rm is not regular
for some maximal ideal m ⊂ π0(R). By Lemma 4.1.4 there exists a discrete coherent R-module
M such that Mm ⊗Rm π0(Rm)/m has infinitely many nonzero homotopy groups. It follows
that M⊗R π0(R)/m is also unbounded. By [Mil13, Prop. 7.4] and the smoothness assumption
the G-orbit of the point of Spec(π0(R)) corresponding to the ideal m is regular. Therefore, if
I ⊂ π0(R) denotes the ideal corresponding to the closure of the orbit, then there is an element
f 6∈ m such that (π0(R)/I)f is regular. Now π0(R)/m has a structure of a (π0(R)/I)f -module
and we have an equivalence

M⊗R π0(R)/m '
(
M⊗R (π0(R)/I)f

)
⊗(π0(R)/I)f π0(R)/m.

In particular, the right-hand side is unbounded. But since (π0(R)/I)f is regular, this implies
that the (π0(R)/I)f -module

M⊗R (π0(R)/I)f ' (M⊗R π0(R)/I)f

is unbounded and hence so is M ⊗R π0(R)/I. In particular, π0(R)/I cannot be perfect as an
R-module.

Since the ideal I is G-invariant, π0(R)/I comes as p∗(M) for some M ∈ Dqc,X. It follows
from Proposition 3.3.15 that f∗V is a compact object of Dqc,X for any finite dimensional k-
representation V of G. If X is homologically regular, π0(f∗(V)) is then also a compact object
in Dqc,X. The same holds for M, since it can be written as π0 of the homotopy cofibre of a G-
equivariant R-linear map ϕ : V⊗kπ0(R)→ π0(R) (V is any finite-dimensional subrepresentation
of π0(R) containing a finite set of generators of I). But then the R-module π0(R)/I is compact (=
perfect), since the functor p∗ preserves compact objects, whence the desired contradiction. �
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Remark 4.2.5. Theorem 4.2.3 gives a lot of examples of homologically regular spectral stacks.
In fact, its proof shows that a spectral quotient stack X = [Spec R/G], defined over any ring k,
is homologically regular, provided R is a regular E∞-ring and G is a finite group whose order
is invertible in k.

Thus we see that [Spec(ku[1/2])/C2] is a homologically regular spectral stack for the canon-
ical action of C2. Arguing as in [BL14] one can show that there is a fiber sequence

KC2(Z[1/2])→ KC2(ku[1/2])→ KC2(KU[1/2]).

4.3. Adjacent structures.

Definition 4.3.1. Let C⊗ be a stable symmetric monoidal∞-category such that the underlying
∞-category is endowed with a weight structure w. We say that the weight structure is compatible
with the symmetric monoidal structure if Cw>0 and Cw60 are closed under the tensor product
operations.

In this situation the symmetric monoidal structure restricts to the subcategory C♥. We
denote the corresponding symmetric monoidal ∞-category by C♥,⊗.

4.3.2. We already know from Theorem 3.2.3 that stable∞-categories together with a bounded
weight structure correspond to additive ∞-categories, at least up to idempotent completion. It
was shown in [Aok19, Lemma 4.2] that compatible weight structures correspond to symmetric
monoidal additive ∞-categories in the same fashion:

Proposition 4.3.3. Let C⊗ be a stable idempotent complete symmetric monoidal ∞-category
whose underlying ∞-category is endowed with a compatible bounded weight structure. Then
there is a weight-exact equivalence of symmetric monoidal ∞-categories C⊗ ∼= (C♥)fin,⊗, where
(C♥)fin,⊗ is a natural symmetric monoidal refinement of the construction from Section 3.2.

Example 4.3.4. Let R be a connective E∞-ring spectrum. The weight structure on PerfR

from Example 3.1.4 is compatible with the canonical symmetric monoidal structure.

As we have already explained in Section 3 weight structures and t-structures behave com-
pletely differently. For instance, there is no simple characterization of t-structures analogous
to Theorem 3.2.3. They are however related via the following result due to Bondarko [Bon18,
Theorem 0.1].

Theorem 4.3.5. Let C be a stable ∞-category that admits all small coproducts and satisfies the
Brown representability theorem (i.e., every coproduct preserving homological functor Cop → Ab
is representable). For instance, C is compactly generated. Suppose (Cw>0,Cw60) is a weight
structure such that Cw>0 is closed under arbitrary coproducts. Then there exists a t-structure
on C such that Ct>0 = Cw>0.

When C does not have all coproducts, such a t-structure may not exist. When it does, it is
called an adjacent t-structure:

Definition 4.3.6. Let C be a stable ∞-category. Given a weight structure (Cw>0,Cw60) and
a t-structure (Ct>0,Ct60), we say that they are adjacent if the equality Ct>0 = Cw>0 holds.

We write Ht for the heart of the t-structure.

Remark 4.3.7. Let C be a stable ∞-category with a weight structure. If an adjacent t-
structure exists, then it is completely determined as follows: Ct>0 = Cw>0, and Ct60 is the full
subcategory of objects X ∈ C such that π0 MapsC(ΣY,X) = 0 for all Y ∈ Cw>0. In other words,
the existence of an adjacent t-structure is a property (as opposed to additional structure).

Example 4.3.8. Let R be a regular E1-ring spectrum and consider the∞-category PerfR. Its
canonical t- and weight structures (Remark 4.1.5 and Example 3.1.4) are adjacent. Conversely,
any non-regular R provides an example of a weight structure with no adjacent t-structure.
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4.3.9. Let C be a monoidal stable∞-category with a bounded weight structure. We think of C
as a ring spectrum with “many objects”. In view of Example 4.3.8, the existence of an adjacent
t-structure can be viewed as a regularity condition on C. If C is moreover symmetric monoidal,
in a way compatible with the weight structure (in the sense of Definition 4.3.1), then we think
of C as a commutative regular ring spectrum with many objects.

With this in mind we expect the following generalization of Theorem 4.1.13:

Conjecture 4.3.10. Let C⊗ be a stable idempotent complete symmetric monoidal ∞-category
with a compatible bounded weight structure w (in the sense of Definition 4.3.1). Suppose there
exists a natural number N such that πnC♥(X,Y) = 0 for all n > N and X,Y ∈ C♥. If w admits
an adjacent t-structure, then C♥ is discrete.

In particular the conjecture implies that under the conditions, C is equivalent to the ∞-
category of bounded complexes over C♥ and also to the derived ∞-category of Ht.

In fact, we will see that this conjecture not only generalizes Theorem 4.1.13 but also Corol-
lary 4.2.4.

Remark 4.3.11. Since (X)w>0 is spanned by the connective objects, the weight structure
is adjacent to the canonical t-structure. The induced weight structure on the subcategory of
compact objects admits an adjacent t-structure if and only if the canonical t-structure restricts
to the subcategory of compact objects, in other words, if and only if X is homologically regular
(see Definition 4.2.1). Moreover, R is bounded if and only if there exists an N > 0 such that
πn MapsDqc,X

(P,Q) = 0 for all n > N and all P,Q from the heart of the weight structure.
Indeed, if R is bounded then for all irreducible G-representations Vi,Vj we see that

MapsDqc,X
(R⊗Vi,R⊗Vj) = MapsDqc,BG

(Vi,R⊗Vj) = Homk(Vi,R⊗k Vj)
G

is bounded, since the functor of G-invariants is exact. Since R ⊗ Vi generate the heart of the
weight structure, the same holds for MapsDqc,X

(P,Q) with P,Q arbitrary objects in the heart
of the weight structure. Conversely, suppose there is an integer N such that for all n > N,
πn MapsDqc,X

(R ⊗ Vi,R ⊗ k) = 0 for all irreducible representations Vi, where k is the trivial
representation. Then by adjunction it follows that R ∈ Dqc,BG is bounded (with respect to the
canonical t-structure). In particular, its underlying k-module is bounded.

By Remark 4.3.11, the conditions of Conjecture 4.3.10 are satisfied for Dqc,X. In this case,
the conjecture is verified by Corollary 4.2.4. That is, we have:

Example 4.3.12. Conjecture 4.3.10 holds for C under the following additional assumption:

(∗) There is a symmetric monoidal weight-exact equivalence of stable ∞-categories

C ' Dqc,[Spec(R)/G],

where G is a linearly reductive group scheme of finite type over a field k, and R is a
noetherian E∞-k-algebra with G-action such that π0(R) is a finite type k-algebra.

Remark 4.3.13. In characteristic zero, the Tannaka formalism of Iwanari [Iwa18, Thm. 4.1,
Prop. 4.9] gives an intrinsic characterization of C satisfying the condition (∗). Namely, it is
equivalent to the following two conditions:

(1) C♥ is generated as a symmetric monoidal additive ∞-category by a wedge-finite object
C of dimension d and its dual C∨. Recall that C is wedge-finite of dimension d > 0 if
Λd+1(C) = 0 and Λd(C) is ⊗-invertible. Any wedge-finite object C is dualizable, and
we write C∨ for its dual. See [Iwa18, Def. 1.1, Rem. 1.4].

(2) The E∞-ring spectrum

A =
⊕
λ∈Zd?

C♥(SλC,1)⊗k SλK
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is noetherian and π0(A) is of finite type over k. Here Zd? is the set of d-tuples

(λ1, · · · , λd) ∈ Zd

such that λ1 > · · · > λd, Sλ is the Schur functor corresponding to λ, and K is the
regular representation of GLd.

4.4. Gluing weight structures. As we have seen in Section 4.1.14 there exist bounded regular
E1-rings that are not discrete, given by some triangular matrix rings. In particular this shows
that Conjecture 4.3.10 could fail for weight structures that are not compatible with any symmet-
ric monoidal structure. It turns out that the conjecture in such generality fails consistently: we
prove a general gluing result for adjacent structures which gives us plenty of counterexamples
to the conjecture as a byproduct. For instance, it implies the following statement:

Corollary 4.4.1. The triangular matrix E∞-ring spectrum

T =

(
R M
0 S

)
is regular, where R and S are regular E∞ spectra and M is a connective R-S-bimodule that is
perfect as an S-module.

Recall the following definition from [BGT13]:

Definition 4.4.2. A split short exact sequence (or semi-orthogonal decomposition) of stable
∞-categories is a diagram

C E D
iC

LC

LD

iD

satisfying the following conditions:

(1) The functors iC and iD are fully faithful.

(2) The functor LC is right adjoint to iC, and iD is right adjoint to LD.

(3) The essential image of iD is the right orthogonal to the essential image of iC.

Lemma 4.4.3. Given a split short exact sequence of stable ∞-categories as above, the unit and
counit maps of the adjunctions form an exact triangle

iCLC(X)→ X→ iDLD(X).

Proof. Condition (iii) of the definition implies that the fiber of the map X → iDLDX has the
form iCY for some Y. Now Y ' LCiCY → LCX is an equivalence. �

The main result of this section is as follows:

Theorem 4.4.4. Suppose given a split short exact sequence of stable ∞-categories:

C E D.
iC

LC

LD

iD

Assume that C and D admit weight structures such that π0E(iDX, iCY) = 0 for any X ∈ Dw60

and Y ∈ ΣCw>0. Then there exists a unique weight structure on E such that all the functors in
the diagram are weight-exact. Moreover, if iD has a right adjoint RD and the weight structures
on C and D admit adjacent t-structures, then so does the weight structure on E.

The first part of the statement is related to [Bon10, 8.2]. However, it is not directly
applicable here, as the gluing there requires the existence of two extra adjoints while the weight-
exactness of all functors is not required.
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To deduce Corollary 4.4.1 it suffices to set C = PerfR,D = PerfS,E = PerfT with obvious
functors between them. Note that the vanishing condition corresponds to connectivity of M
while the existence of a right adjoint RD translates as perfectness of M.

4.4.5. Proof of Theorem 4.4.4.

Gluing the weight structure. We set Ew>0 and Ew60 to be the extension-closures of the unions
iCCw>0 ∪ iDDw>0 and iCCw60 ∪ iDDw60, respectively. These classes are semi-invariant with
respect to translations, and the orthogonality axiom follows from fully faithfulness of iC and iD
and from the extra condition in the statement. It suffices to construct a weight decomposition
for an object X ∈ E.

By Lemma 4.4.3 we have an exact triangle iCLCX → X → iDLDX. Take any weight
decompositions of LCX and LDX. Since there are no non-zero maps ΩiDw60LDX→ iCw>1LCX
we obtain a homotopy commutative square

iDw60LDΩX iCw60LCX

iDLDΩX iCY

Using Lemma 1.1.11 of [BBD82] we get a commutative diagram

iCw60LCX X′ iDw60LDX

iCLCX X iDLDX

iCw>1LCX X′′ iDw>1LDX

in the homotopy category of E, whose rows and columns come from exact triangles. In particular,
X′ ∈ Ew60 and X′′ ∈ ΣEw>0, so the exact triangle X′ → X→ X′′ is a weight decomposition.

Gluing the adjacent t-structure. We now assume that the weight structures on C and D admit
adjacent t-structures, and that iD admits a right adjoint RD. In this case we will show that the
weight structure on E constructed above also admits an adjacent t-structure.

It suffices to construct maps τ : τ>0X→ X for all X where τ>0X ∈ Ew>0 and

π0E(Y,Cofib(τ)) = 0 for any Y ∈ Ew>0.

First consider the case X = iDY. Then the map iDτ : iDτ>0Y → iDY satisfies the conditions.
Indeed,

π0E(iDZ,Cofib(iDτ)) = π0E(iDZ, iD Cofib(τ)) = π0D(Z,Cofib(τ)) = 0

for any Z ∈ Dw>0 and

π0E(iCZ,Cofib(iDτ)) = π0E(iCZ, iD Cofib(τ)) = π0C(Z,LCiD Cofib(τ)) = 0

for any Z ∈ C. So, π0E(Z,Cofib(iDτ)) = 0 for any Z from the extension-closure of iCCw>0 ∪
iDDw>0.

Next consider the case X = iCY. The cofiber Y′ of the map iCτ : iCτ>0Y → iCY satisfies

π0E(iCZ,Y′) = π0C(Z,Cofib(τ)) = 0.

for any Z ∈ Cw>0. This orthogonality property is also satisfied by the cofiber Y′′ of the map
iDτ>0RDY′ → iDRDY′ → Y′ since

π0E(iCZ, iDτ>0RDY′) = π0E(Z,LCiDτ>0RDY′) = 0
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for any Z ∈ C. The map

π0E(iDZ, iDτ>0RDY′) ' π0D(Z, τ>0RDY′)→ π0D(Z,RDY′) ' π0E(iDZ,Y′)

is an isomorphism for Z ∈ Dw>0 and an injection for Z ∈ ΩDw>0 by orthogonality properties of
the t-structure on D. Therefore from the long exact sequence associated to an exact triangle we
see that π0E(iDZ,Y′′) = 0 for any Z ∈ Dw>0. The fiber F of the map X→ Y′′ is an extension
of iDτ>0RDY′ = Fib(Y′ → Y′′) by iCτ>0Y = Fib(X→ Y′), so it belongs to Ew>0 and the map
F→ X satisfies the desired conditions.

Finally let X be arbitrary. By Lemma 4.4.3 there is an exact triangle ΩiDLDX
p→ iCLCX→

X. The already constructed maps τ>0ΩiDLD → ΩiDLDX and τ>0iCLCX → iCLCX fit into a
homotopy commutative diagram

τ>0ΩiDLDX τ>0iCLCX

ΩiDLDX iCLCX.

τD

τ>0p

τC

p

Applying Lemma 1.1.11 of [BBD82] we get a homotopy commutative diagram

τ>0ΩiDLDX τ>0iCLCX P

ΩiDLDX iCLCX X

τ6−1ΩiDLDX τ6−1iCLCX N

τD

τ>0p

τC

p

whose rows and columns are exact triangles. We note that P belongs to Ew>0 and π0E(Y,N) =
0 for any Y ∈ Ew>1. Moreover, τ6−1ΩiDLDX = iDτ6−1ΩLDX by construction of τD, so
π0E(Y,N) = 0 for any Y ∈ iCCw>0. However, the group π0E(iDY,N) might be non-zero for
Y ∈ D♥. The issue is fixed using the following.

Claim. There exists an object I ∈ HtD and a map τ0 : iDI → N such that the map
π0E(iDY, τ0) is an isomorphism for any Y ∈ D♥.

Indeed, assume the claim is proven. Then it implies the vanishing of π0E(iDY,Cofib(τ0))
for any Y ∈ Dw>0. Moreover, π0E(iCY,Cofib(τ0)) is just isomorphic to π0E(iCY,N) for Y ∈ C,
so π0(Y,Cofib(τ0)) = 0 for any Y ∈ Ew>0. The fiber τ>0X of the map X → Cofib(τ0) belongs
to Ew>0 as it is an extension of iDI by P. So τ>0X→ X gives us the desired map. It suffices to
prove the claim.

From the bottom and the middle exact triangles in the diagram above we see that for
Y ∈ D♥

π0E(iDY,N) ' Im(π0E(iDY,X)
u→ π0E(iDY,Στ6−1ΩiDLDX))

and the isomorphism is induced by the map N→ Στ6−1ΩiDLDX.

Since iD is fully faithful, the composition of the unit and the counit iDRDX→ X→ iDLDX
defines a map γ : RDX → LDX. We define I to be the image in the abelian category HtD of
the map π0γ : π0RDX → π0LDX. There is an obvious map f from iDI to Στ6−1ΩiDLDX =
iDτ60LDX. The following commutative diagram shows that f maps π0E(iDY, iDI) isomorphi-
cally to the subset of π0E(iDY, iDτ60LDX) isomorphic to π0E(iDY,N).
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π0E(iDY, iDπ0RDX) π0E(iDY, iDI) π0E(iDY, iDπ0LDX)

π0E(iDY, iDτ60RDX) π0E(iDY, iDτ60LDX)

π0E(iDY, iDRDX) π0E(iDY,X) π0E(iDY, iDτ60LDX)

(1)
f

(2)

(4)

(3)
u

=

Indeed, considering the long exact sequences the maps (1) and (2) fit into, we see that they are
isomorphisms by the orthogonality axiom for weight structures. The map (3) is a surjection
for the same reason. The map (4) becomes the map π0D(Y,RDiDRDX) → π0D(Y,RDX)
under the adjunction isomorphism for iD and RD. The latter map is an isomorphism because
idD → RDiD is an equivalence. Therefore we see that the images of π0E(iDY, iDI) and of
π0E(iDY,X) in π0E(iDY, iDτ60LDX) coincide and the former maps injectively onto the image.

Now it suffices to construct a map iDI→ N that makes the triangle

N iDτ60LDX

iDI

f

commute. Since N is a fiber of the map iDτ60LDX → Στ6−1iCLCX, it suffices to prove that
the composite map iDI→ Στ6−1iCLCX is null-homotopic. We will show that the element f in
the upper left corner of the following commutative diagram becomes trivial after applying the
horizontal map.

π0E(iDI, iDτ60LDX) π0E(iDI,Στ6−1iCLCX)

π0E(iDπ0RDX, iDτ60LDX) π0E(iDπ0RDX,Στ6−1iCLCX)

π0E(iDτ60RDX, iDτ60LDX) π0E(iDτ60RDX,Στ6−1iCLCX)

π0E(iDRDX, iDτ60LDX) π0E(iDRDX,Στ6−1iCLCX)

(1) (2)

(3)

(4) (5)

The long exact sequence associated to the exact triangle

iDK→ iDπ0RDX→ iDI

where K denotes the kernel of the surjection π0RDX→ I in the abelian category HtD, together
with the vanishing property in the definition of τC and τD, yields injectivity of the maps (1)
and (2). So it suffices to show that the image of f in π0E(iDπ0RDX, iDτ60LDX) is mapped to
zero via the horizontal map. By definition of f the image lifts via (3) to a map f̃ = iDτ60(γ).
The long exact sequence associated with the exact triangle

iDτ>1RDX→ iDRDX→ iDτ60RDX

together with the vanishing property in the definition of τC and τD implies that the maps (4)
and (5) are isomorphisms. So it suffices to show that the image of f̃ via (4) is mapped to zero
via the horizontal map. The image of f̃ is the composite iDRDX→ iDτ60RDX→ iDτ60LDX.
This factorizes as iDRDX→ iDLDX→ iDτ60LDX. Therefore, the result follows from the fact
that the composite of the two maps in an exact triangle is null-homotopic.
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5. Nilpotent extensions via weights

In this section, we study a notion of nilpotent extensions of stable ∞-categories endowed
with a bounded weight structure. This will be a generalization of a nilpotent extension of
connective E1-rings. We recall that the latter means an E1-morphism of connective E1-rings
R → S such that the induced map π0(R) → π0(S) has nilpotent kernel. We achieve that by
first working out this notion and its properties for additive ∞-categories, and then passing to
the world of stable ∞-categories via Theorem 3.2.7.

5.1. Nilpotent extensions of additive ∞-categories.

Definition 5.1.1. A nilpotent extension of additive ∞-categories is an additive functor
between additive ∞-categories:

f : A→ B,

such that:

(1) f is essentially surjective,

(2) for all objects x, y ∈ A the map

π0 MapsA(x, y)→ π0 MapsB(f(x), f(y))

is a surjection,

(3) there exists n ∈ N such that for any sequence of composable morphisms f1, · · · , fn ∈ A

for which each f(fi) is trivial7, the composition f1 ◦ · · · ◦ fn is trivial.

The third condition is equivalent to saying that the kernel ideal of the functor h(A)→ h(B) is
nilpotent.

Remark 5.1.2. We note that the integer n that appears in part (3) of Definition 5.1.1 only
depends on the additive functor f .

Proposition 5.1.3. Suppose that f : A→ B is a nilpotent extension of additive ∞-categories.
Then f is conservative.

Proof. Let g : x → y be a morphism in A. By hypothesis, f(g) is invertible in B, hence we
may pick an inverse h′ : f(y) → f(x). Using (2) of Definition 5.1.1, we may choose a lift
of h′ which we call h. We claim that h is an inverse of g. Indeed, it suffices to prove that
gh and hg are invertible. Since the arguments are the same we do it for gh. First note that
f(id − gh) ' id − f(g)f(h) ' 0 since f is an additive functor and f(h) is an inverse of f(g).
Therefore, by assumption (3) of Definition 5.1.1, there exists an n such that (id − gh)n ' 0.
But now, we can furnish and inverse to gh given by

(gh)−1 ' (id− (id− gh))−1 ' id + (id− gh) + (id− gh)(id− gh) + · · ·+ (id− gh)n−1.

�

Remark 5.1.4. After Proposition 5.1.3, we can replace part (1) of Definition 5.1.1 by saying
that the induced map on equivalence classes of objects:

π0(A')→ π0(B')

is a bijection.

7We note that any additive ∞-category is pointed, hence a map f : x → y is said to be trivial if it is
homotopic to f : x→ 0→ y.
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Example 5.1.5. Suppose that R,S are connective E1-ring spectra. Then we can consider the
additive ∞-categories FreeR, FreeS of free modules over these rings. A morphism of E1-rings
f : R → S then defines an additive functor f : FreeR → FreeS. The requirement that the
extension is nilpotent is then equivalent to asking that the map π0(R) → π0(S) has a kernel
which is a nilpotent ideal.

Example 5.1.6. What follows is arguably the most important example from the point of view
of this paper in the same way that if A is a “derived ring" (an animated ring or a connective
E1-algebra) then A→ π0(A) is a nilpotent extension. Let A be an additive ∞-category and let
h(A) be its homotopy category which is a 1-category. Then the map A → h(A) is evidently a
nilpotent extension of additive ∞-categories.

5.1.7. Square zero extensions of additive ∞-categories. In this next section, we furnish a large
collection of examples of nilpotent extensions of additive∞-categories by introducing the notion
of a square zero extension of additive ∞-categories. We emphasize that, unlike the proof of the
DGM theorem for connective E1-ring spectra, this theory is not necessary for the proof. On the
other hand, they provide a large collection of new functors for which we can prove the DGM
theorem.

Definition 5.1.8. Let A be an additive ∞-category. An A-bimodule is a biadditive8 functor

M : Aop ×A→ Spt>0.

By adjunction the functor gives rise to an additive functor

M : A→ Fun×(Aop,Spt)

which we refer to by the same letter.

Remark 5.1.9. Unpacking the structure of an A-bimodule, we get the following pieces of data:

(1) Fixing an object y ∈ A, for any morphism g : c → c′ in A we get a map of connective
spectra:

g∗ : M(c′, y)→M(c, y),

as part of the functor
M(−, y) : Aop → Spt>0.

In particular, this endows M(y, y) ∈ Spt>0 with the structure of a right EndA(y, y)-
module.

(2) Fixing an object z ∈ A, for any morphism g : c → c′ in A we get a map of connective
spectra:

g∗ : M(z, c)→M(z, c′),

as part of the functor
M(z,−) : A→ Spt>0.

In particular, this endows M(z, z) ∈ Spt>0 the structure of a left EndA(z, z)-module.

(3) Altogether, we can package the two structures above by saying that for each z ∈ C,
M(z, z) is an EndA(z, z)-bimodule.

We would like to make sense of the square zero extension of additive ∞-categories, which
we denote as A ⊕M. To do so, we first recall the formalism of lax equalizers [NS18, Section
II.1] which is a special case of lax pullbacks as in [Tam18, Section I].

8By this we mean a functor which is additive in each variable. In the presence of tensor products of additive
∞-categories as in [Lur18, Sections 10.1.6, D.2.1.1], we can say that such a functor defines an additive functor
Aop ⊗ A→ Spt>0
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Construction 5.1.10. Let A,B be ∞-categories equipped with functors F,G : A → B. The
lax equalizer of F and G

LEq(F,G)

is the ∞-category given by the pullback

LEq(F,G) Fun(∆1,B)

A B×B.

(resδ0 ,resδ1 )

(F,G)

The objects of LEq(F,G) are given by pairs (c, f) where c ∈ A and a morphism f : F(c)→ G(c)
in B. The mapping spaces in LEq(F,G) are given by an equalizer diagram

MapsLEq(F,G)((c, f), (c′, f ′)))→ MapsA(c, c′)⇒ Maps(F(c),G(c′))

where one of the right maps is given by

MapsA(c, c′)→ MapsB(Fc,Fc′)
f ′∗−→ MapsB(Fc,Gc′),

and the other is
MapsA(c, c′)→ MapsB(Gc,Gc′)

f∗−→ MapsB(Fc,Gc′).

Lemma 5.1.11. Suppose that A,B are additive ∞-categories with additive functors

F,G : A→ B.

Then, LEq(F,G) is an additive ∞-category and the functor LEq(F,G)→ A is additive.

Proof. Fun(∆1,B) is additive since limits and colimits in a functor category are computed
pointwise (see [Lur17b, Corollary 5.1.2.3]). It suffices to show that a pullback of a diagram of
additive ∞-categories is also an additive ∞-category. This follows from general considerations
about pullbacks of ∞-categories: if we have a cospan A0

f−→ A1
g←− A2, then K-shaped limits

and colimits in the pullback ∞-category are computed pointwise if these limits and colimits
are preserved by f and g. This already proves that the pullback category is preadditive. To
check the additivity condition we need only prove that the shear map is an equivalence, but
equivalences in the pullback category are tested pointwise. �

Construction 5.1.12. Given an additive ∞-category A and an A-bimodule M, we construct
the square zero extension A⊕M in the following manner: take the (pointwise) suspension
of M and adjoint to get a functor

A
ΣM−−→ Fun×(Aop,Spt).

The additive∞-category A⊕M is then defined as the lax equalizer between the Yoneda functor
A
よ→ Fun×(Aop,Spt) and ΣM:

A⊕M := LEq(よ,ΣM).

In other words, it is the pullback

A⊕M Fun(∆1,Fun×(Aop,Spt))

A Fun×(Aop,Spt)× Fun×(Aop,Spt).

p (resδ0 ,resδ1 )

(よ,ΣM)

Lemma 5.1.13. The∞-category A⊕M is an additive∞-category and the functor p : A⊕M→
A is additive.

Proof. This follows from Lemma 5.1.11. �
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Remark 5.1.14. Let us unpack the ∞-category A⊕M. Its objects are pairs

x = (c ∈ A, t :よ(c)→ ΣM(−, c)).
Now, since M takes values in connective spectra, we have that π0(ΣM(c, c)) = 0, hence the
data of t is, in a sense made precise in Lemma 5.1.19, redundant. Moreover, we can compute
the mapping (connective) spectrum

MapsA⊕M((c, t), (c′, t′))

as the equalizer of the maps (notation as in Remark 5.1.9)

(5.1.15) MapsA(c, c′) ΣM(c, c′).
f 7→f∗t

f 7→f∗t′

This means that a morphism x = (c, t)→ x′ = (c′, t′) can be viewed as the data of a morphism
f : c→ c′ in A and a “loop" in ΣM(c, c′) identifying f∗t with f∗t′, i.e., a point in M(c, c′).

The fiber sequence defining the equalizer also gives rise to a fiber sequence

(5.1.16) M(p(x), p(x′))
jx,x′→ MapsA⊕M(x, x′)

px,x′→ MapsA(p(x), p(x′)).

of functors landing in connective spectra

(A⊕M)op × (A⊕M)→ Spt>0.

Lemma 5.1.17. The map A⊕M→ A admits a section

i : A→ A⊕M

that sends an object c to (c, 0).

Proof. The right vertical map in the diagram (5.1.10) admits a section given by the functor
(b, b′) 7→ (b

0→ b′). Formally, this is the direct sum of functors

B×B
p1→ B = Fun(∆0,B)

Ranδ0→ Fun(∆1,B) and

B×B
p2→ B = Fun(∆0,B)

Lanδ1→ Fun(∆1,B),

where Ran (resp. Lan) is right Kan extension (resp. Left Kan extension). This induces a section
of the left vertical map by functoriality of pullbacks. It sends c to (c, 0) by construction. �

Proposition 5.1.18. The functor p defined above is a nilpotent extension of additive ∞-
categories.

Proof. Part (1) of Definition 5.1.1 follows from Lemma 5.1.17. Observing the fiber sequence
(5.1.16) and using the fact that π0ΣM(c, c′) = 0 we also see that Part (2) is satisfied. Let us prove
(3); we claim that the n appearing in (3) is just 2. Indeed, suppose that f : x→ x′, g : x′ → x′′

are composable morphisms in A ⊕M such that p(f) ' p(g) ' 0. We claim that g ◦ f ' 0.
Indeed, by the bifunctoriality of the fiber sequence (5.1.16) we have the following commutative
diagram where the rows are fiber sequences of spectra, all of which are connective:

M(p(x′), p(x′′)) MapsA⊕M(x′, x′′) MapsA(p(x′), p(x′′))

M(p(x), p(x′′)) MapsA⊕M(x, x′′) MapsA(p(x), p(x′′)).

f∗

jx′,x′′

f∗ f∗

jx,x′′

Now since g ∈ MapsA⊕M(x′, x′′) is such that p(g) ' 0, we can find m ∈ M(p(x′), p(x′′)) and
an equivalence jx′,x′′(m) ' g. On the other hand, since p(f) ' 0, we get that the left vertical
f∗ is nullhomotopic. Therefore, g ◦ f ' f∗(g) ' jx,x′′ ◦ f∗(m) ' 0. �

Lemma 5.1.19. Consider the subcategory A ⊕M0 ⊂ A ⊕M spanned by objects of the form
(c ∈ A, 0). Then the inclusion functor (A⊕M)0 ↪→ A⊕M is an equivalence of categories.
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Proof. The functor in question is fully faithful, so it suffices to show essential surjectivity, i.e.
that any object of A ⊕M is equivalent to an object of the form (c, 0). By Proposition 5.1.18
A ⊕ M

p→ A is a nilpotent extension, in particular, it is surjective on homotopy classes of
morphisms. Hence we can find a map (c, t)

f→ (c, 0) such that p(f) ' idc for any object
(c, t) ∈ A⊕M. By Proposition 5.1.3 p is conservative, so f is an equivalence. �

The next proposition gives us a way to compute composition in A⊕M. We note that via
the section i : A→ A⊕M in Lemma 5.1.19, we get an additive functor

MapsA⊕M(i(−), i(−)) : Aop ×A→ Spt>0.

Furthermore, by Lemma 5.1.19 again, any object in A⊕M is equivalent to one which is of the
form i(c).

Proposition 5.1.20. There is a natural equivalence of connective spectra, functorial in both
variables:

MapsA⊕M(i(c), i(c′)) ∼= MapsA(c, c′)⊕M(c, c′).

Furthermore, the composition

i(c)
(f1,m1)→ i(c′)

(f2,m2)→ i(c′′)

in A⊕M can be computed as (f2f1, f2∗m1 + f∗1m2).

Proof. We claim that the fiber sequence i∗(5.1.16) of functors on Aop × A splits. Indeed,
restricting along i amounts to setting t and t′ in (5.1.15) to be the maps classifiying the zero
elements and thus the desired sequence splits from by its construction. This proves the first
part of the statement.

To compute the composition, we note that since the composition operation is linear with
respect to the additive E∞-structure, we have that

(f2,m2) ◦ (f1,m1) ' ((f2, 0) + (0,m2)) ◦ (f1,m1)

' (f2, 0) ◦ (f1,m1) + (0,m2) ◦ (f1,m1)

' (f2, 0) ◦ (f1, 0) + (f2, 0) ◦ (0,m1) + (0,m2) ◦ (f1, 0) + (0,m2) ◦ (0,m1).

Hence the claim follows from the following sequence of equivalences:

(1) (f2, 0) ◦ (f1,m) ' (f2 ◦ f1, f2∗m),

(2) (f2,m) ◦ (f1, 0) ' (f2 ◦ f1, f
∗
1m), and

(3) (0,m) ◦ (0,m′) ' 0.

We note that (3) was shown in the course of proving Proposition 5.1.18. To prove the first
claim, because of the Aop×A-naturality of the decomposition, we get the commutative diagram
of connective spectra:

MapsA⊕M(i(c′), i(c′′)) MapsA(c′, c′′)⊕M(c′, c′′)

MapsA⊕M(i(c), i(c′′)) MapsA(c, c′′)⊕M(c, c′′).

(f1,0)∗

'

f∗1⊕f
∗
1

'

This proves (1), while (2) follows from the commutativity of

MapsA⊕M(i(c), i(c′)) MapsA(c, c′)⊕M(c, c′)

MapsA⊕M(i(c), i(c′′)) MapsA(c, c′′)⊕M(c, c′′).

(f2,0)∗

'

f2∗⊕f2∗

'
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Remark 5.1.21. In [Dot18, Definition 1.3], Dotto defined the notion of square zero extension of
Ab-enriched categories. We view our construction as an∞-categorical analog of his construction.
In contrast to his approach, our formulation does not begin by prescribing a composition law
(which would be difficult to do in our setting). Rather, the composition law is a computation
stemming from the presentation as a lax pullback. We can also view our definition as an
∞-categorical/spectral version of Tabuada’s definition for dg categories [Tab09, Section 4].

Note that in the setting of additive categories the construction of Dotto is equivalent to
ours (by Lemma 5.1.19 and Proposition 5.1.20).

Example 5.1.22. Let R be a connective E1-ring spectrum and M a connective R-bimodule.
Out of this, we can form a connective E1-R-algebra spectrum R⊕M, the square-zero extension
in the sense of [Lur17a, Section 7.4.1]. The underlying R-module is given by R ⊕ M. This
generalizes the usual construction of square-zero extension when R and M are discrete; in this
case R⊕M is endowed with multiplication given by:

(r1,m1), (r2,m2) 7→ (r1r2, r1m2 +m1r2).

Now, M determines a ProjfgR -bimodule M

Projfg,op
R ×ProjfgR −→ Spt

(P1,P2) 7→ Maps(P1,R)⊗R M⊗R P2.

We claim that there is a canonical equivalence of additive ∞-categories

ProjfgR⊕M ' ProjfgR ⊕M.

Indeed, by Lemma 5.1.19 PerfR ⊕M is generated under finite sums and retracts by the ob-
ject (R, 0). Now, by Theorem 5.3.1 PerfR ⊕M is equivalent to the ∞-category of projective
modules over End((R, 0)). Moreover, the description of the endomorphism ring is given in
Proposition 5.1.20, whence we get that End((R, 0)) ' R⊕M as connective E1-rings.

5.2. Localizing invariants. Following the convention of [LT19] we say that a localizing
invariant is a functor

E : Catperf
∞ → Spt,

which converts any exact sequence inCatperf
∞ to a cofiber sequence of spectra (exact sequences in

the context of stable∞-categories are recalled in Section 2.4.2). This differs from the convention
in [BGT13] where a localizing invariant was also required to commute with filtered colimits. For
any scheme or ring X we set

E(X) = E(PerfX).

We say that E is truncating if for any connective E1-ring spectrum R, the canonical map

R→ π0(R)

induces an equivalence
E(R)

'−→ E(π0(R)).

Localizing invariants of additive ∞-categories are defined by applying them to the idempo-
tent completion of the ∞-category of finite cell-modules.

Definition 5.2.1. Let E be a localizing invariant and A a small additive ∞-category. Then
we set

EΣ(A) := E(Kar
(
Afin

)
).
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Remark 5.2.2. Since a stable∞-category C is also an additive∞-category, we can either take
EΣ(C) or take E(C). These spectra are, in general, not equivalent. Furthermore, when E = K,
the spectrum KΣ(A) is also not necessarily equivalent to the direct sum K-theory K⊕(A); for
example the latter is always a connective spectrum while KΣ(A) need not be. This issue is
further discussed in Appendix 5.2.4. Using weight structures, we will be able to identify when
E(C) ' EΣ(C♥w) as we will explain in the next section. This is the relevance of the functor EΣ.

Lemma 5.2.3. Suppose that
B→ A→ C

is an exact sequence of additive ∞-categories. Then for any localizing invariant E,

EΣ(B)→ EΣ(A)→ EΣ(C)

is a cofiber sequence of spectra.

Proof. This follows from Lemma 2.4.7 and the definition of EΣ.

�

5.2.4. K-theory of additive ∞-categories. One of the most important localizating invariants is
K-theory. Let A be an additive ∞-category. In this section, we clarify what it means to take
K(A) and prove that in the situations we are interested in, all notions of K-theory agree. To A

we can attach the following spectra:

(1) the direct sum K-theory in the style of Segal [Seg74] and revisited by Gepner-Groth-
Nikolaus [GGN15, Section 8]

K⊕(A).

It is obtained by first taking the core of A to get an E∞-monoid in spaces, A', whose
operation is induced by direct sum. Then K⊕(A) is the connective spectrum obtained
by taking group completion and invoking the identification between group-complete
E∞-monoids in spaces with connective spectra.

(2) As we have done for most of this paper we can apply the K-theory functor as in [BGT13],
characterized as the universal localizing invariant, to Kar(Afin); we denoted this by

KΣ(A).

(3) Suppose that A ⊂ C is an additive subcategory of a stable∞-category (for example, the
weight-heart of a weight structure on C). Then we can equip C with the structure of a
Waldhausen ∞-category in the sense of [Bar16] by the maximal pair structure of
[Bar16, Example 2.11] insisting that all maps are ingressives. We can then induce the
structure of a Waldhausen∞-category on A where the ingressives are those morphisms
with cofibers in A. To this, we can attach the Waldhausen-Barwick K-theory:

KWB(A),

as constructed in [Bar16, Part 3].

Theorem 5.2.5. Let C be a boundedly weighted stable∞-category and let C♥w ⊂ C be its weight
heart. Then:

(1) There are canonical equivalences of connective spectra

K⊕(C♥w) ' KWB(C♥w) ' KWB(C)

(2) There is a canonical morphism

KWB(C♥w)→ KΣ((C♥w)fin)

which identifies as a connective cover.
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Proof. Using [Fon18, Theorem 5.1] or [Hel20, Theorem A.15], we have an equivalence of con-
nective spectra

KWB(C) ' KWB(C♥w).

Using [Hel20, Proposition A.19], noting that ingressives are split in C♥w , we have a further
identification:

K⊕(C♥w) ' KWB(C♥w).

For the second statement we note that, by Theorem 3.2.3, we have an equivalence of non-
connective spectra:

K(C) ' K((C♥w)fin).

On the other hand, the connective version of K-theory of the stable∞-category C in the sense of
[BGT13] is, by construction, the same as KWB(C) with the maximal pair structure. Therefore,
we have a natural map to the nonconnective K-theory of [BGT13]

KWB(C)→ K(C)

which witnesses a connective cover. Therefore, the map induced by the equivalence of the first
part:

KWB(C♥w) ' KWB(C)→ K((C♥w)fin),

is indeed a connective cover. �

5.3. Morita theory for additive ∞-categories. In the course of proving the main theorem
of this section we will reduce questions about abstract additive ∞-categories to those of the
form ProjfgR . The next result is the main tool that allows us to do so. This is an analog of
the well-known result of Schwede and Shipley [SS03, Theorem 3.1.1] (see also [Lur17a, Section
7.1.2]) in the context of additive ∞-categories. The additive ∞-category of finite projective
modules over the sphere spectrum ProjfgS is an idempotent complete additive ∞-category and
thus is an object of CatKar

∞ . We denote the slice category under ProjfgS by:

CatKar
∞,ProjfgS /

.

Its objects are additive functors ProjfgS → A; equivalently this picks an object R = F(S) of
A. Hence we can regard CatKar

∞,ProjfgS /
as the ∞-category of idempotent complete additive

∞-categories with a chosen object.

Theorem 5.3.1. There is a functor

Θ : AlgE1
(Sptcn)→ CatKar

∞,ProjfgS /

that sends a ring R to the object in the undercategory:

ProjfgS → ProjfgR .

Then,

(1) the functor Θ is fully faithful;

(2) an object ProjfgS
F→ A in CatKar

∞,ProjfgS /
is in the essential image of Θ if and only if

A is generated by F(S) under finite sums and retracts. In this case, F is equivalent to
Θ(EndA(F(S))). In other words, F is equivalent to

ProjfgS → ProjfgEndA(F(S)),

given by extension along the map of conenctive E1-ring spectra: S→ EndA(F(S)).
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Proof. To construct the functor consider the cocartesian fibration defining the functor Consider
a cocartesian fibration

p : RMod→ AlgE1
(Sptcn)

classified by the functor sending a ring R to the ∞-category RModR (see [Lur17a, Construc-
tion 4.8.3.24]). Consider the full subcategory Projfg ⊂ RMod consisting of those M over R
that are finitely generated projective. Since projective modules are closed under pullback, the
composite

Projfg → AlgE1
(Sptcn)

is also a cocartesian fibration classified by a functor

AlgE1
(Sptcn)→ CatKar

∞ → Cat∞.

This yields a desired functor

Θ : AlgE1
(Sptcn)→ CatKar

∞,ProjfgS /
.

To prove (1) note that the canonical functor P̂rojfgR → RModR is an equivalence (combine
Corollary 3.2.9 and [Lur17b, Proposition 5.3.6.2]), so the composite functor

AlgE1
(Sptcn)

Θ→ CatKar
∞,ProjfgS /

(̂−)→ PrSt
Spt/,

is equivalent to the functor sending R to RModR. Combining [Lur17a, Theorem 4.8.5.5] and
[Lur17a, Proposition 4.8.2.18] we see that this functor is fully faithful. Hence to prove that Θ
is fully faithful it suffices to prove that the induced map on mapping spaces

MapsCatKar

∞,Proj
fg
S /

(ProjfgR ,ProjfgS )→ MapsPrSt
Spt/

(RModR,RModS)

is an equivalence. This map is an epimorphism since the functor ̂(Θ(−)) was already known
to be fully faithful; it suffices to prove that this map is a subspace inclusion. The above map
fits as the upper horizontal map in the following diagram where the vertical arrows define fiber
sequences (from how mapping spaces of undercategories are computed):

MapsCatKar

∞,Proj
fg
S /

(ProjfgR ,ProjfgS ) MapsPrSt
Spt/

(RModR,RModS)

MapsCatKar
∞

(ProjfgR ,ProjfgS ) MapsPrSt(RModR,RModS)

MapsCatKar
∞

(ProjfgS ,ProjfgS ) MapsPrSt(Spt,RModS)

Now, combining the universal properties [Lur17a, Proposition 5.3.6.2] and [Lur18, Proposi-
tion C.1.1.7] we obtain that the middle and the bottom horizontal functors are subspace inclu-
sions. Therefore, we conclude that the upper horizontal functor is also a subspace inclusion.

Now we prove (2). If A = ProjfgR for a connective E1-ring R, then R = F(S) generates
ProjfgR under finite sums and retracts by definition of this category (see Example 2.4.6). It
suffices to prove the converse implication. Assume that A is generated, as an additive ∞-
category, by F(S). Let R := End(F(S)) be the endomorphism E1-ring spectrum. We have a
functor

Maps(F(S),−) : A→ RModR

which is fully faithful since it is fully faithful on F(S) and F(S) generates A under direct sums
and retracts. To conclude, we note that functor sends F(S) to R and its essential image consists
precisely of finite direct sums of R and retracts, i.e., the subcategory ProjfgR .
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5.3.2. Proof of DGM theorem for additive ∞-categories. We now come to our main result in
the setting of additive ∞-categories.

Theorem 5.3.3. Let f : A → B be a nilpotent extension of small additive ∞-categories and
let E be a truncating invariant. Then, we have an induced equivalence of spectra

EΣ(A)→ EΣ(B).

Proof. We will explain the following commutative diagram of small additive ∞-categories

(5.3.4)
A Abig (Abig/A)Kar

B Bbig (Bbig/B)Kar.

For a small additive ∞-category E, we consider

Ebig ⊂ Ind(E),

which is the additive subcategory closed under retracts generated by

GE =
⊕

x∈Obj(E)

x.

This is evidently a small additive ∞-category.

The canonical functor E → Ind(E) factors through Ebig since the latter category is closed
under retracts, whence contains the Yoneda image. Note that this construction is functorial
in small additive ∞-categories and additive functors. This explains the left square. The right
square is just the induced map on cofibers, i.e., on Verdier quotients in the sense explained in
Section 2.2.

We note the following facts:

(1) By Theorem 5.3.1(2) we have an equivalence of additive ∞-categories

Abig ' ProjfgEnd
Abig (GA),

(2) the additive∞-category Abig/A is generated by the image of GA under finite sums and
retracts.

Therefore applying Theorem 5.3.1(2) again:

(Abig/A)Kar ' ProjfgEnd
Abig/A

(GA),

Since f is a nilpotent extension of additive ∞-categories (and is thus essentially surjective),
we have that GB is a retract of f(GA) and in particular f(GA) generates Bbig under finite
sums and retracts. Therefore, the analogous equivalences also hold for f(GA) in Bbig and in
(Bbig/B)Kar. Under these equivalences the middle and the right map of (5.3.4) correspond to
base change functors along maps of E1-rings.

Now, the map
π0EndAbig(GA)→ π0EndBbig(f(GA))

is a nilpotent extension of rings. Indeed, π0EndAbig(GA) can be expressed as an infinite ring
of matrices which are column finite with entries in π0 MapsA(xi, xj), xi, xj ∈ A, and similarly
for π0EndBbig(f(GA)). The kernel of this ring map consists of (infinite) matrices which are
column finite and whose entries are elements s ∈ π0 MapsA(xi, xj) such that f(s) = 0. From
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the definition of a nilpotent extension of additive∞-categories, this a nilpotent ideal. Moreover,
the same is true for the kernel of the map

π0EndAbig/A(GA)→ π0EndBbig/B(f(GA))

by Corollary 2.2.4(2) which expresses each of the rings as a quotient of column-finite matrices
modulo the ideal of matrices with only finitely many nonzero entries.

Now EΣ applied to the middle or the right vertical functor of (5.3.4) is an equivalence by the
assumption that E is truncating. Since it is a localizing invariant it also induces an equivalence
after applying it to A→ B which yields the claim. �

Here is a couple of corollaries. The next one is an∞-categorical version of Dotto’s theorem
[Dot18]. This generalizes the split-exact case of his theorem by Remark 5.1.21.

Corollary 5.3.5. Suppose that A is a small additive ∞-category and M is an A-bimodule.
Then for any truncating invariant E we have that

EΣ(A) ' EΣ(A⊕M).

In particular if we set E = Kinv,Σ, then we get a cartesian square:

KΣ(A⊕M) TCΣ(A⊕M)

KΣ(A) TCΣ(A).

The next corollary will be important for the sequel.

Corollary 5.3.6. Let A be an addititive ∞-category. Then the functor A → hA induces an
equivalence, for any truncating invariant E,

EΣ(A) ' EΣ(hA).

In particular if we set E = Kinv,Σ, then we get a cartesian square:

KΣ(A) TCΣ(A)

KΣ(h(A)) TCΣ(h(A)).

Remark 5.3.7. TC is not a finitary invariant. Indeed, as in [LMT20, Section 3.1], [BCM20,
Section 2.4], we can write the subcategory of p∞-torsion objects in PerfZ as a colimit of
categories of modules:

colimModZ/pnZ(PerfZ).

However, TC does not preserve this colimit as explained in [LMT20, Remark 3.27]. Thus
we cannot prove DGM for a nilpotent extension of additive ∞-categories A → B simply by
applying the original DGM theorem to the maps

EndA(x)→ EndB(x),

as x varies through the objects of A (and thus B) and then passing to the colimit. We note,
however, the following amusing corollary of Theorem 5.3.3.

Corollary 5.3.8. The functor

Catadd
∞ → Spt A 7→ Fib(TCΣ(A)→ TCΣ(hA))

commutes with filtered colimits.
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Proof. After Theorem 5.3.3, this follows from the fact that the K-theory functor, the functor
A 7→ h(A) and the functor A 7→ Kar(Afin) preserve filtered colimits.

�

5.3.9. Negative K-theory of additive categories. Finally we explain the following theorem whose
proof is very similar to that of Theorem 5.3.3.

Theorem 5.3.10. Let E be a localizing invariant such that π0E is invariant under nilpotent
extensions, i.e.

π0E(A)→ π0E(B)

is an isomorphism for any nilpotent extension of small additive ∞-categories A→ B. Then the
same holds for πiE(−) for any i < 0.

Proof. For an additive ∞-category E we denote by E+ the minimal full subcategory of Ê con-
taining E closed under countable direct sums. This is a small category. Note that EΣ(E+) is
contractible. Indeed, the functor F : E→ E defined by the formula

X 7→
⊕
i>0

X

is additive and satisfies
idE ⊕ F ' F.

Thus we also have
idEfin ⊕ Ffin ' Ffin

and by the additivity theorem

EΣ(idEfin) ' EΣ(Ffin)− EΣ(Ffin) ' 0.

Using the fact that ΣnE is a localizing invariant for any n ∈ Z and induction on i we
reduce to proving the statement for i = −1. Let A → B be a nilpotent extension. Using the
construction above we obtain a commutative diagram

A A+ (Aω/A)Kar

B B+ (B+/B)Kar.

After applying EΣ(−) this induces a diagram in spectra whose rows are fiber sequences. And
by the observation above EΣ(A+) and EΣ(B+) are contractible. Hence we have a commutative
diagram

(5.3.11)
π0((A+/A)Kar) π−1E(A)

π0((B+/B)Kar) π−1E(B)

'

'

Exactly the same computation as in the end of the proof of Theorem 5.3.3 shows that the map

(A+/A)Kar → (B+/B)Kar

is a nilpotent extension. Hence both vertical maps in the diagram (5.3.11) are isomorphisms. �

By [Bon10, Theorem 5.3.1] the map π0KΣ(A) → π0KΣ(h(A)) is an isomorphism for any
additive ∞-category A. Moreover since K-theory is finitary and π0KΣ is nilinvarint on rings
(see [Wei13, Lemma II.2.2]), so K-theory satisfies the assumptions of the theorem. This way we
obtain the following generalization of [BGT13, Theorem 9.53].
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Corollary 5.3.12. The map πiKΣ(A)→ πiK
Σ(B) is an isomorphism for any nilpotent exten-

sion A→ B and i 6 0.

Remark 5.3.13. The main result of [AGH19] says that the K-theory of a stable ∞-category
with a noetherian t-structure is a connective spectrum. Now combining that result with Corol-
lary 5.3.12 in the case C = DMgm(k; R) yields that existence of a noetherian motivic t-structure
on DMgm(k; R) implies vanishing of the additive K-theory groups

KΣ
−n(Chow(k; R))

for n > 0.

5.4. The DGM theorem for weighted stable ∞-categories and examples. So far we
have only discussed additive∞-categories and proved a DGM theorem in that context. However,
the examples we are mostly interested in come from the context of stable ∞-categories, and
their K-theory. Note that every stable ∞-category is also additive. The K-theory of a stable
∞-category is fundamentally different from its K-theory taken as an additive ∞-category in
the sense of our previous section, i.e. we should not expect the two spectra KΣ(C) and K(C) to
be equivalent. Hence, our results do not directly apply.

Moreover, we do not quite know how to define nilpotent extensions of general stable ∞-
categories. Note that if we regard an exact functor of stable∞-categories as an additive functor
of additive ∞-categories, then the following is a non-example of nilpotent extensions (in the
sense of Definition 5.1.1).

Example 5.4.1. The morphism of connective E∞-rings S→ Z defines, via base change, a func-
tor PerfS → PerfZ. This is not a nilpotent extension of additive ∞-categories: the periodicity
theorem in chromatic homotopy theory tells us that for any non-trivial finite spectrum X with
torsion homology there are positive degree maps X

f→ ΣdX that are trivial in homology such
that fn is non-trivial for any n > 0.

On the other hand, we could try to relax the nilpotence condition by focusing on generators.
This seems to lead to a wrong notion in the sense that one should not expect a DGM theorem
for it, as explained in the next example.

Example 5.4.2. Let k be any ring and consider the stable ∞-category Perfk×2 , which is
generated by the two projective modules P1,P2 given by the images of the two non-trivial
idempotents in the ring k×2. The endomorphism ring spectrum of either of them is k. Identi-
fying k×2 with diagonal matrices we get a ring homomorphism k×2 → M2(k) which induces a
functor Perfk×2 → PerfM2(k). This functor is essentially surjective and induces an equivalence
on endomorphism rings of each of the generators. However, the DGM theorem does not hold
for the map k×2 → M2(k).

What we do instead is go through weight structures to define nilpotent extensions and show
that the results of the previous section prove new cases of the DGM theorem in the context of
stable ∞-categories.

Definition 5.4.3. Let (A, w), (B, w′) be weighted ∞-categories. A weight exact functor f :
(A, w)→ (B, w′) is said to be a nilpotent extension if the functor of additive ∞-categories

f : A♥w → B♥w′

is a nilpotent extension in the sense of Definition 5.1.1.

Theorem 5.4.4. Let f : (A, w)→ (B, w′) be a nilpotent extension of boundedly weighted stable
∞-categories and let E be a truncating invariant. Then we have an induced equivalence of
spectra

E(A)→ E(B).
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Proof. This follows immediately from Theorem 5.3.3, and Theorem 3.2.3 which gives identifica-
tions

E(A) ' EΣ(A♥w) E(B) ' EΣ(B♥w′ ).

�

Remark 5.4.5. We note that although Theorem 5.4.4 is proved for “absolute" localizing in-
variants, its proof carries over to truncating invariants of k-linear boundedly weighted stable
∞-categories where k is a connective E∞-ring spectrum; we refer to [LT19, Remarks 1.18, 3.4]
for more discussions on this point.

Corollary 5.4.6. Let f : (A, w)→ (B, w′) be a nilpotent extension of boundedly weighted stable
∞-categories. Then we have an induced cartesian square of spectra:

K(A) TC(A)

K(B) TC(B).

5.4.7. Specialization of results. We now discuss the examples that appear in the introduction.

Example 5.4.8. Recall that for any boundedly weighted stable∞-category C one has a functor

C ' (C♥w)fin → (hC♥w)fin

which we call the weight complex functor (see 3.2.10). This induces an equivalence on the
homotopy categories of the heart, so it is a nilpotent extension of weighted categories. The
∞-category (hC♥w)fin can also be described as the homotopy category of bounded complexes in
hC♥w , i.e. the localization of the 1-category of complexes by the set of homotopy equivalences.
Therefore, Theorem 5.3.3 tells us that for any truncating invariant E, we have an induced
equivalence

E(C) ' E((hC♥w)fin) = EΣ(hC♥w).

Example 5.4.9. Now we specialize Corollary 5.4.6 to the setting of Theorem 3.3.4. Recall
that hChow∞ is equivalent to the classical additive category of Chow motives Chow, so the
functor

DMgm(k; R)→ (Chow(k; R))fin

is a nilpotent extension. Thus we obtain the Corollary 1.4.6 from the introduction.

Example 5.4.10. Now, let k be a discrete ring and G be an embeddable linearly reduc-
tive group scheme over k. Suppose that R,S are connective E∞-k-algebras endowed with

G-actions and f : R→ S is a G-equivariant map over k. Assume further that π0(R)
π0(f)→ π0(S)

is a surjection with nilpotent kernel. Now Theorem 3.3.13(1) endows both Perf [Spec R/G]

and Perf [Spec S/G] with weight structures and the induced functor f∗ : Perf [Spec R/G] →
Perf [Spec S/G] is weight exact by Theorem 3.3.13(2). Below we prove that f∗ is a nilpotent
extension of boundedly weighted stable ∞-categories. Applying Theorem 5.4.4 to this functor
we obtain Corollary 1.4.7 from the introduction.

Proposition 5.4.11. With the notation of Example 5.4.10, the functor

f∗ : Perf [Spec R/G] → Perf [Spec S/G]

is a nilpotent extension of boundedly weighted stable ∞-categories.

Proof. Denote by
pR : [Spec R/G]→ BG,

pS : [Spec S/G]→ BG
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the canonical projections and by f the map [Spec S/G] → [Spec R/G] induced by f . By con-
struction, the hearts of the weight structures on Perf [Spec R/G] and Perf [Spec S/G] are generated
under finite sums and retracts by pullbacks of finite G-equivariant k-modules, along pR and pS,
respectively.

By descent we may identify Maps[Spec R/G](p
∗
RV, p∗RW) with MapsR(V,W)G (and similarly

for S). Note that the map

π0 MapsR(V,W)G → π0 MapsS(f∗V, f∗W)G

is surjective since G is linearly reductive.

Let n be an integer such that In = 0 where I = Ker(π0(R) → π0(S)). Up to adding direct
summands the elements in the kernel of

π0 MapsR(V,W)→ π0 MapsS(f∗V, f∗W)

are defined by matrices with coefficients in I. Therefore, for any sequence of composable mor-
phisms f1, · · · , fn in ProjfgR such that f∗(fi) is trivial in ProjfgS , we get that f1 ◦ · · · ◦ fn = 0.
Now since π0 MapsR(V,W)G is a subgroup in π0 MapsR(V,W), the same is true for composable
sequences of morphisms in Perf♥w[Spec R/G] whose base change to S is trivial. So, the second and
the third parts of Definition 5.1.1 are satisfied.

Since pR ◦ f = pS, the restriction of f
∗
to the hearts is essentially surjective up to retracts.

Any idempotent p ∈ π0 End[Spec S/G](f
∗V) can be lifted along a nilpotent extension of rings

π0 End[Spec R/G](V)→ π0 End[Spec S/G](f
∗V),

so f
∗
is essentially surjective and the first part of Definition 5.1.1 is also satisfied. �

Applying Theorem 5.4.4 to the nilpotent extension from Proposition 5.4.11 we obtain a proof
of Corollary 1.4.7. Recall that given a localizing invariant E and a connective E∞-k-algebra R
with a G-action, we set

EG(R) := E(Perf [Spec R/G]).

Corollary 5.4.12. Let R→ S be a G-equivariant map of connective E∞-k-algebras. Then for
any truncating invariant E the natural map

EG(R)→ EG(S)

is an equivalence.

In particular, the square
KG(R) TCG(R)

KG(S) TCG(S)

is cartesian.

Example 5.4.13. In the notation of Example 5.4.10, let R be a connective E∞-k-algebra
with a G-action. Then the map [Specπ0(R)/G] → [Spec R/G] satisfies the hypotheses of
Corollary 1.4.7 and so our theorem applies to this situation. We will use this observation
in Section 7.8.

6. Milnor excision for stable ∞-categories and equivalences of
pro-∞-categories

The goal of this section is to define the notion of a Milnor square for stable ∞-categories.
We prove results analogous to Milnor excision and pro-excision for localizing invariants in this
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setting. These results can be viewed as a generalization of the abstract excision results of [LT19]
from ring spectra to arbitrary stable ∞-categories.

6.1. The base change morphism. We fix a commutative square of small stable∞-categories

(6.1.1)
A B

A′ B′.

f

p q

g

Applying the cocompletion functor to the diagram we obtain a square

(6.1.2)
Ind(A) Ind(B)

Ind(A′) Ind(B′)

f∗

p∗ q∗
f∗

g∗
p∗ q∗

g∗

In this context we have the base change transformation Ex : f∗p∗ → q∗g
∗ of functors

Ind(A′)→ Ind(B) defined as the composition

f∗p∗
ηq→ q∗q

∗f∗p∗ ' q∗g∗p∗p∗
q∗g
∗εp→ q∗g

∗.

We say that the square (6.1.1) satisfies base change if Ex is an equivalence. The easiest
example of a square satisfying base change comes from taking perf(−) of a pushout diagram
of E∞-ring spectra. In fact, we will see that it is the only example coming from commutative
case.

Any exact functor B′ t→ E gives rise to a new commutative square

A B

A′ E.

f

p tq

tg

We denote the base change transformation for the square by ExE : f∗p∗ → q∗t∗t
∗g∗.

Lemma 6.1.3. For E and B′
t→ E as above the two base change transformations satisfy ExE '

q∗ηt(g
∗) ◦ ExB′ .

Proof. This follows from commutativity of the diagram below.

f∗p∗ q∗q
∗f∗p∗ q∗g

∗p∗p∗ q∗g
∗

f∗p∗ q∗t∗t
∗q∗f∗p∗ q∗t∗t

∗g∗p∗p∗ q∗t∗t
∗g∗.

ηq

=

'

q∗ηt

q∗g
∗εp

q∗ηt q∗ηt

ηtq ' q∗t∗t
∗g∗εp

The rightmost and the middle squares are commutative because q∗ηt is a natural transformation.
The commutativity of the leftmost square is the standard property of adjunctions (see [ML13,
VI.1, Theorem 1]). �

Definition 6.1.4. We say that an exact functor A f→ B between stable ∞-categories is dense
if its image generates B under finite limits, finite colimits, and taking retracts. Note that in this
case f∗ : Ind(B)→ Ind(A) is conservative and that dense functors are closed under composition.

Corollary 6.1.5. Assume g and q are dense (see Definition 6.1.4) and (6.1.1) satisfies base
change. Then any functor B′

t→ E that induces a square satisfying base change is fully faithful.
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Proof. By Lemma 6.1.3 q∗ηt(g∗) is an equivalence. Since g is dense and q∗ is conservative ηt is
also an equivalence. �

6.1.6. We see from Corollary 6.1.5 that perf(−) of a commutative square of commutative rings
satisfies base change if and only if it is a pushout square. Indeed, any such square

perf(R) perf(S)

perf(R′) perf(S′)

is obtained from the square

perf(R) perf(S)

perf(R′) perf(R′ ⊗ S)

by composing the lower horizontal and the right vertical functors with a functor perf(R′ ⊗R

S) → perf(S′). The latter functor is fully faithful by Corollary 6.1.5, so the map of rings
R′ ⊗R S = π0Endperf(R′⊗RS)(1)→ π0Endperf(S′)(1) = S′ is an isomorphism.

6.1.7. Unlike the commutative rings case there turns out to be many more examples of squares
satisfying base change in general. In particular, there are interesting commutative squares of
non-commutative rings that give rise to squares satisfying base change.

Construction 6.1.8. Denote by C the lax pullback A′×→B′B, i.e. the pullback of∞-categories

A′ ×→B′ B Fun(∆1,B′)

A′ ×B B′ ×B′.

The objects of the category are triples (X,Y, f) with X ∈ A′, Y ∈ B and f ∈ MapsB′(g(X), q(Y)).
By [Tam18, Proposition 10] this admits a semi-orthogonal decomposition

B C A′
iB

pB

pA′

iA′

Here iA′ sends an object X of A′ into (X, 0, 0), pA′ sends (X,Y, f) ∈ C into X, iB sends Y ∈ B

into Σ(0,Y, 0), and pB sends (X,Y, f) ∈ C into ΩY. We chose iB and pB to be shifts of
the obvious functors to get rid of shifts in further statements. We also have fiber sequences
iBpBX→ X→ iA′pA′X functorial in X.

The commutative square (6.1.1) and the universal property of the lax pullback give rise to
a functor A h→ C and equivalences pA′ ◦h ' p and ΣpB ◦h ' f . By definition, we have a functor
C→ Fun(∆1,B′) which gives rise to a natural transformation

g ◦ ΣpB → q ◦ pA′ .

We denote the functor given by its cofiber by c. It sends an object (M,N, f) of the lax pullback
to the cofiber of f . Since Cofib(g ◦p→ q ◦f) is trivial, the composite functor c◦h is also trivial,
so c factors as a composite C

a→ Q
b→ B′, where a is the Verdier localization with respect to the

image of h.

We will denote the ∞-category Q by A′ �B′

A B.
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This can be wrapped up into the following diagram

(6.1.9)

Ind(A) Ind(B)

Ind(A′) Ind(C)

Ind(A′ �B′

A B)

Ind(B′)

f∗

p∗
h∗

i∗B q∗

f∗

i∗
A′

g∗

p∗

a∗iA′∗

p∗B=iB∗
h∗

b∗

a∗

b∗

g∗

q∗

Remark 6.1.10. If (6.1.1) is a commutative square of boundedly weighted stable∞-categories
then MapsC(iA′X, iBY) = MapsB′(g(X), p(Y)) is connective for any X ∈ A

′♥ and Y ∈ B♥, so
C admits a weight structure such that all the functors in the diagram for semi-orthogonal
decomposition are weight-exact (see Theorem 4.4.4). Hence, it follows from 2.4.7 that A′�B′

A B

is canonically boundedly weighted in such a way that the functors aiB and aiA are weight-exact.

Proposition 6.1.11. The following diagram is commutative:

A B

A′ A′ �B′

A B

B′.

f

p aiB q

aiA′

g

b

In other words, there is an equivalence aiBf ' aiA′p

Proof. Applying a to the fiber sequence iBpBh→ h→ iA′pA′h we obtain a natural equivalence
aiBpBh ' ΩaiA′pA′h. There are equivalences ΣpBh ' f and pA′h ' p given by the fact that
h was defined using the universal property of C and the functors p, f . Hence aiBf ' aiA′p.

By definition of c ' ba we have baiB ' Σ Fib(0→ q) ' q and baiA′ ' Fib(g → 0) ' g. �

Definition 6.1.12. We say that a commutative square (6.1.1) is map-pullback if the functor
A→ A′ ×B′ B is fully faithful. Note that any pullback square is map-pullback.

For a general commutative square (6.1.1) we denote by A′ ×A
B′ B the full subcategory of

the pullback A′ ×B′ B generated under finite limits and colimits and retracts by the image of
A. In other words this the minimal map-pullback square with a map from the original square.

6.1.13. Using adjunctions from the diagram (6.1.2) the condition on the square (6.1.1) being
map-pullback can be reformulated into saying that the diagram

X f∗f
∗X

p∗p
∗X p∗g∗g

∗p∗X ' f∗q∗q∗f∗X

ηf

ηp f∗ηq

p∗ηg

is pullback for all X ∈ Ind(A).
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Lemma 6.1.14. (1) The functor h∗ can be computed on the object (M,N, α) as the pullback
p∗M×f∗q∗q∗N f∗N.

(2) If the square (6.1.1) is map-pullback then the functor h∗ is fully faithful.

Proof. We have natural equivalences

MapsInd(A)(−, p∗M×f∗q∗q∗N f∗N)

'
MapsInd(A)(−, p∗M)×MapsInd(A)(−,f∗q∗q∗N) MapsInd(A)(−, f∗N)

'
MapsInd(A′)(p

∗(−),M)×MapsInd(B′)(q
∗f∗(−),q∗N) MapsInd(B)(f

∗(−),N)

'
MapsInd(C)(h

∗(−), (M,N, α))

proving the first claim. We also see from the equivalences that the unit morphism X→ h∗h
∗X

can be identified with X
(ηp,ηf )→ p∗p

∗X×f∗q∗q∗f∗Xf∗f∗X. This map is an equivalence if the square
was map-pullback by 6.1.13, thus h∗ is fully faithful. �

Theorem 6.1.15. If the square (6.1.1) is map-pullback then the base change map for the
commutative square in Lemma 6.1.11 is an equivalence on objects from the image of p∗. In
other words, the map

f∗p∗p
∗ → iB∗a∗a

∗i∗A′p
∗

is an equivalence. In particular, the square satisfies base change whenever p is dense.

Proof. It follows from the definition of A′�B′

A B and Lemma 6.1.14(2) that the counit of h and
the unit of a give rise to a fiber sequence

h∗h∗W→W→ a∗a
∗W

functorial in W ∈ C (see 4.4.3). This gives a fiber sequence

iB∗h
∗h∗i

∗
Bf
∗X

iB∗εh→ iB∗i
∗
Bf
∗X→ iB∗a∗a

∗i∗Bf
∗X

functorial in X ∈ A. In the notation of the diagram (6.1.9) iB∗ = p∗B, so by definition of h and
by Lemma 6.1.14(1) there is an equivalence

α : f∗ Fib(f∗f
∗X→ f∗q∗q

∗f∗X) ' iB∗h∗ Fib(f∗f
∗X→ f∗q∗q

∗f∗X) ' iB∗h∗h∗i∗Bf∗X
and the map iB∗εh corresponds to the map

f∗ Fib(f∗f
∗X→ f∗q∗q

∗f∗X)
f∗iFib→ f∗f∗f

∗X
εf→ f∗X

ηiB→ iB∗i
∗
Bf
∗X

under this equivalence. Since the square (6.1.1) is a map-pullback, the natural map Fib(X →
p∗p
∗X)

β→ f∗ Fib(f∗X→ q∗q
∗f∗X) is an equivalence (see 6.1.13).

Now consider the diagram

(6.1.16)

Fib(f∗X→ f∗p∗p
∗X) f∗X f∗p∗p

∗X

f∗ Fib(f∗f
∗X→ f∗q∗q

∗f∗X) f∗X iB∗a∗a
∗i∗A′p

∗X

iB∗h
∗h∗i

∗
Bf
∗X iB∗i

∗
Bf
∗X iB∗a∗a

∗i∗Bf
∗X.

β

iFib

=

ηaiB

Ex(p∗X)

εf◦f∗iFib

α ηiB

iB∗εh iB∗ηa

'

Its rows are fiber sequences and the maps α, β are equivalences. The map ηiB is also an
equivalence since iB is fully faithful. Hence to show that the map Ex(p∗X) is an equivalence it
suffices to check that the diagram commutes.
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We have already shown that the lower-left square commutes. By definition of β the diagram

Fib(f∗X→ f∗p∗p
∗X) f∗ Fib(f∗f

∗X→ f∗q∗q
∗f∗X)

f∗X f∗f∗f
∗X f∗X

β

iFib f∗iFib

f∗ηf εf

commmutes. The unit-counit equalities show that the composition of the bottom horizontal
maps is homotopic to identity. Hence εf ◦ f∗iFib ◦ β ' iFib, i.e. the upper-left square in the
diagram (6.1.16) commutes.

It suffices to show that the right part of the diagram commutes. To do that consider the
diagram

f∗X f∗p∗p
∗X

iB∗a∗a
∗i∗Bf

∗X iB∗a∗a
∗i∗Bf

∗p∗p
∗X

iB∗a∗a
∗i∗A′p

∗X iB∗a∗a
∗i∗A′p

∗p∗p
∗X

iB∗a∗a
∗i∗A′p

∗X iB∗a∗a
∗i∗A′p

∗X

f∗ηp

ηaiB ηaiB

'

iB∗a∗a
∗i∗Bηp

'

=

iB∗a∗a
∗i∗

A′ηp

iB∗a∗a
∗i∗

A′εp

=

Its top square is commutative by naturality of ηaiB , the middle square – by naturality
of the equivalence i∗Bf

∗ ' i∗A′p
∗, and the bottom square just illustrates one of the unit-counit

equalities. Reading off the equality for the bounding paths in the diagram we get commutativity
of the right part of (6.1.16).

Since Ex(p∗(−)) is a natural transformation of functors commuting with colimits, the fact
that Ex(p∗(X)) is an equivalence for all X ∈ A implies that it is an equivalence in general. �

Remark 6.1.17. Theorem 6.1.11 can be seen as a generalization of Proposition 1.13 of [LT19].

6.2. Milnor excision results.

Definition 6.2.1. Assume all the functors in the square (6.1.1) are dense. Then it is called a
Milnor square if the following conditions hold

(1) it is a map-pullback square of ∞-categories,

(2) the base change transformation is an equivalence.

Lemma 6.2.2. If p is dense then so is B aiB→ A′�B′

A B. If f is dense then so is A′
aiA′→ A′�B′

A B.

Proof. We only prove the first statement and the proof of the second statement is identical.
Since p is dense, the category C is generated by the images of the functors iB and iA′p. Being a
localization functor, C→ A′�B′

A B is surjective on objects, hence A′�B′

A B is also generated by
the images of the functors aiB and aiA′p. By Proposition 6.1.11 aiA′p = aiBf , so any object
of A′ �B′

A B is in the image of aiB. �

Proposition 6.2.3. The second condition in the definition is equivalent to saying that the
functor b : A′ �B′

A B→ B′ is an equivalence up to idempotent completion.

Proof. It follows from Theorem 6.1.15 that the commutative square involving A′�B′

A B satisfies
base change. Hence the only thing left to prove is that b induces an equivalence on idempotent
completions for a Milnor square. It follows from Lemma 6.2.2 and Corollary 6.1.5 that b is
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fully faithful. The functor b is also dense since q is. Therefore, b must be an equivalence up to
idempotent completion. �

Our goal is to prove the following

Theorem 6.2.4 (Milnor excision for stable ∞-categories). Any localizing invariant sends a
Milnor square of stable ∞-categories into a pullback square.

Proposition 6.2.3 implies that it is safe to assume B′ = A′ �B′

A B. Hence Theorem 6.2.4
follows from the next proposition.

Proposition 6.2.5. If the square (6.1.1) is map-pullback then any localizing invariant E sends
the commutative square

A B

A′ A′ �B′

A B

f

p aiB

aiA′

into a pullback square of spectra.

Proof. We consider the diagram

E(A) E(C) E(A′ �B′

A B)

E(A) E(A′)× E(B) E(A′ �B′

A B).

h

= (pA′ ,ΣpB)

a

=

(p,f) aiA′−aiB

It follows from the definition of A′�B′

A B and Lemma 6.1.14(2) that the top row in the diagram
is a fiber sequence. The left square in the diagram is commutative by definition of h. The
additivity theorem applied to the fiber sequence a → aiA′pA′ → ΣaiBpB yields that the right
square is also commutative. Since C admits a semiorthogonal decomposition into A′ and B, the
map E(C) → E(A′ × B) is a weak equivalence. Hence the bottom sequence is a fiber sequence
and the square in question is a pullback square. �

6.3. Pro-∞-categories. For a small ∞-category A the category of pro-objects Pro(A) is the
full subcategory of Fun(A,Spc)op spanned by small cofiltered limits of representables. This is
also equivalent to Ind(Aop)op. There is a fully faithful embedding A → Pro(A) and any cofil-
tered system {Xi}i∈I of objects of A gives rise to a pro-object which we denote by “ lim ”Xi. Any
morphism between such pro-objects “ lim ”Xi and “ lim ”Yi in Pro(A) is equivalent to a mor-
phism that comes from a natural transformation of cofiltered systems. More precisely, there is
a canonical equivalence MapsPro(A)(“ lim ”Xi, “ lim ”Yj) ' limj colimi MapsPro(A)(Xi,Yj) (see
Section 5.1 of [BHH17] or Remark A.8.1.5 of [Lur18]).

Composing with the functor A→ Pro(A) gives an equivalence of ∞-categories

Fun′A(Pro(A),B)→ Fun(A,B)

for any ∞-category B that admits small cofiltered limits where the left hand-side is the sub-
category of FunA(Pro(A),B) spanned by small cofiltered limits-preserving functors (see Theo-
rem 3.2.19 of [BHH17] or Proposition A.8.1.6 of [Lur18]). In particular, for any functor A f→ B

of small∞-categories there is functor Pro(A)
Pro(f)→ Pro(B) that preserves small cofiltered limits

such that the diagram
A B

Pro(A) Pro(B)
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is commutative. Furthermore, if A and B admit finite limits and f commutes with them, then
the functor Pro(f) admits a left adjoint (see Proposition 5.3.5.13 of [Lur17b] or Example A.8.1.8
of [Lur18]). If A is stable, Pro(A) is also stable by Proposition 1.1.3.6 of [Lur17a].

The following result will also be very useful to us.

Lemma 6.3.1. The functor Fun(I,A) → Pro(A) that sends a filtered system {Xi}i∈I to
“ lim ”Xi commutes with all finite limits and finite colimits that exist in Fun(I,A).

Proof. This is dual to [Lur17b, Proposition 5.3.4.14]. �

Now let A be either Spt, Algcn
E1
, ModR for some connective E1-ring R or WCatst,b

∞ , CatKar
∞ .

In this case we have a family of functors τ6n : A → A given by Postnikov truncations (see
Remark 3.2.12). They induce functors Pro(A) → Pro(A) which we refer to using the same
notation. By definition they commute with cofiltered limits.

Definition 6.3.2. We say that a morphism f ∈ Pro(A) is a weak equivalence if τ6nf is an
equivalence for all n.

We will say that a cone X is a weak limit of a diagram An in Pro(A) if the natural map
X→ lim An is a weak equivalence.

Denote by A+ the subcategory of bounded above objects of A. The induced functor
Pro(A+) → Pro(A) is fully faithful and admits a left adjoint which we denote by τ<∞. The
functor can be explicitly described as limn τ6n (see [KST18, Lemma 2.6]). This implies that the

map X→ τ<∞X is a weak equivalence for any X. Thus, a map X
f→ Y is a weak equivalence if

and only if τ<∞f is an equivalence (see also [KST18, Lemma 2.7]).

Definition 6.3.3. We call an object X ∈ Pro(A) pro-truncated if X → τ<∞X is an equiv-
alence. By the discussion above, this is equivalent to saying that X can be represented as a
cofiltered limit of bounded objects of A.

Lemma 6.3.4. Assume A = ModR for some connective E1-ring spectrum R. The functor
τ<∞ commutes with finite limits. A finite limit of weak equivalences in A is a weak equivalence.

Proof. Let {Xi} be a finite diagram in Pro(A). We have a fiber sequence of underlying pro-
spectra

lim
i
τ>k+1Xi → lim

i
Xi → lim

i
τ6kXi.

Since the limit diagram is finite, there exists l depending only on the diagram such that the
first term in the fiber sequence above is (k − l)-connective. Consequently,

τ6n lim
i

Xi → τ6n lim
i
τ6kXi and

τ6n lim
i
τ<∞Xi → τ6n lim

i
τ6kXi

are equivalences for k > n+ l. Thus

τ6n lim
i

Xi → τ6n lim
i
τ<∞Xi

is an equivalence for any n. By [LT19, Lemma 2.8] weak equivalences in A can be checked on
the underlying pro-spectra, so τ<∞ commutes with finite limits.

Finally for any finite diagram of maps that are weak equivalences {fn} the morphism

lim
n
τ<∞fn ' τ<∞ lim

n
fn

is an equivalence. �
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6.3.5. Equivalences of pro-∞-categories. We now consider the case of pro-objects in CatKar
∞ ,

i.e. the ∞-category of small idempotent complete additive ∞-categories. The goal of this
subsection is to give a criterion for “ lim ”fλ to be an equivalence for a morphism of cofiltered
systems of additive ∞-categories {Aλ}

{fλ}→ {Bλ}.

Definition 6.3.6. Let {Aλ}, {Bλ} be cofiltered systems of idempotent complete additive ∞-
categories.

• An object of {Aλ} is a morphism from the constant family {pt} to {Aλ}, where pt is
the one-point space. For an object X: {pt} → {Aλ} we denote the value of the λ-th
functor by Xλ.

• For an object X of {Aλ} and a morphism {Aλ}
{fλ}→ {Bλ}, the image of X is the

composite functor. We denote it by f(X) when there is no confusion.

• We say that {Aλ} has enough objects if there exists a set S and a morphism from
the constant system {S} to {Aλ} which generates the image under taking retracts and
sums levelwisely.

• We say that {Aλ} is bounded if there exists an integer n such that for all i > n and
indices λ πi MapsAλ(X,Y) = 0 for all X,Y ∈ Aλ.

Any two objects X,Y of a cofiltered system of ∞-categories {Aλ} give rise to a cofiltered
system of spaces {MapsAλ(Xλ,Yλ)}. This is a pro-invariant, namely, any pro-equivalence of

cofiltered systems {Aλ}
{fλ}→ {Bλ} with a fixed pair of objects induces an equivalence

“ lim ” MapsAλ(Xλ,Yλ)→ “ lim ” MapsBλ(f(X)λ, f(Y)λ)

since the mapping spaces are functorial. Given a small set S of objects of {Aλ} we can as well
consider the cofiltered family of S × S-indexed spaces {MapsAλ(sλ, s

′
λ)|s, s′ ∈ S}. Similarly,

any pro-equivalence of cofiltered systems of ∞-categories over S {Aλ}
{fλ}→ {Bλ} induces an

equivalence
“ lim ” MapsAλ(sλ, s

′
λ)→ “ lim ” MapsBλ(f(sλ), f(s′λ))

in Pro(SpcS).

It turns out that “ lim ” MapsAλ(Xλ,Yλ) is a complete pro-invariant on bounded above
pro-systems of idempotent complete additive ∞-categories that have enough objects.

Theorem 6.3.7. Let {Aλ}
{fλ}→ {Bλ} be a morphism of bounded above cofiltered systems of

idempotent complete additive ∞-categories which is levelwise additive and essentially surjective.
Assume {Aλ} has enough objects given by a set S. If the map

“ lim ” MapsAλ(sλ, s
′
λ)→ “ lim ” MapsBλ(f(sλ), f(s′λ))

is an equivalence of pro-S× S-indexed spaces, then “ lim ”fλ is also an equivalence.

Proof. Easy case. We start with the case S = {∗} Recall from Theorem 5.3.1 that we have a
fully faithful functor

Θ : AlgE1
(Sptcn) −→ CatKar

∞,ProjfgS /

whose image consists of functors ProjfgS
F→ A with A generated by F(S) under finite sums and

retracts. This induces a fully faithful functor

Pro(Θ) : Pro(AlgE1
(Sptcn)) −→ Pro(CatKar

∞,ProjfgS /
)

whose image consists of “ lim ”Aλ for those cofiltered systems {Aλ} that have enough objects
given by the set S = {∗}. Moreover, “ lim ”Aλ is equivalent to Pro(Θ)(“ lim ” EndAλ(Xλ)).
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Now for a morphism {Aλ}
{fλ}→ {Bλ} as in the statement, the map

g : “ lim ” EndAλ(Xλ)→ “ lim ” EndBλ(fλXλ)

is an equivalence of pro-spectra by assumption. These are also bounded from above, so by [LT19,
Lemma 2.28(ii)] this map is also an equivalence as a map of pro-E1-ring spectra. Now by the
observation above, Pro(Θ)(g) is equivalent to “ lim ”fλ, so the latter is also an equivalence as
claimed.

General case. The proof is similar to the proof of Theorem 5.3.3. We construct a diagram
in Fun(I,CatKar

∞ )

(6.3.8)
{Aλ} {Abig

λ } {Aquot
λ }

{Bλ} {Bbig
λ } {Bquot

λ }

such that the following properties hold:

• the rows are levelwise fiber sequences,

• the middle and the right vertical functors are levelwise essentially surjective up to
retracts,

• {Abig
λ }, {A

quot
λ }, {Bbig

λ }, {B
quot
λ } are all bounded and have enough objects given by a

one-element set.

Given an additive ∞-category A, a set S, and a map p : S → A whose image generates
A define Abig to be the minimal full subcategory of PΣ(A) containing the object G =

⊕
s∈S

p(s)

and closed under taking direct sums and summands. It contains A as a full subcategory and is
itself equivalent to ProjfgEnd(G). Define Aquot to be the homotopy category of the idempotent

completion of the additive quotient9 Abig

A
(see Section 2.2). As an idempotent additive ∞-

category it is generated by the image of G, so it is equivalent to ProjfgQ for a discrete E1-ring
spectrum Q. The constructions are functorial so we obtain the diagram (6.3.8) by applying
them levelwisely to {Aλ} and {Bλ}. The second and the last required properties hold by
construction.

The fiber of a functor A→ B in CatKar is computed as the full subcategory of A consisting
of those objects that map to zero object. The formula Corollary 2.2.4(2) implies that if the
functor Abig → Abig/A maps X ∈ Abig to a zero object, then idX must factor through an object
of A. Since A is idempotent complete, this means that X also belongs to A. Now the functor

Abig/A→ h(Abig/A) = Aquot

is conservative, so we actually have an equivalence

A ' Fib(Abig → Aquot).

In particular the diagram we constructed satisfies the first required property.

By Lemma 6.3.1 taking formal limits of cofiltered diagrams commutes with finite limits,
therefore to prove the claim it suffices to show that the middle and the right vertical maps in
the diagram are pro-equivalences. By the easy case proved above it suffices to show that the
following maps of pro-spectra are equivalences:

“ lim ” MapsPΣ(Aλ)(GAλ ,GAλ)→ “ lim ” MapsPΣ(Bλ)(GBλ ,GBλ),

“ lim ” MapsAquot
λ

(GAλ ,GAλ)→ “ lim ” MapsBquot
λ

(GBλ ,GBλ).

9we only need to consider the homotopy category here to ensure boundedness of the quotient.
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The first one can be equivalently rewritten as

“ lim ”
⊕
s,s′∈S

MapsAλ(sλ, s
′
λ)→ “ lim ”

⊕
s,s′∈S

MapsBλ(fλsλ, fλs
′
λ)

which is an equivalence as it is the image of the map of pro-S×S-indexed spaces in the statement
under the direct sum functor

Pro(Fun(S× S,Spc))→ Pro(Spc).

Using Corollary 2.2.4(2) and Lemma 6.3.1 we can write the second map as the induced map
on the cokernels of the horizontal maps in the following diagram of groups

“ lim ”
⊕

s,q,t∈S π0 MapsAλ(qλ, tλ)⊗ π0 MapsAλ(sλ, qλ) “ lim ”
⊕

s,t∈S π0 MapsAλ(sλ, tλ)

“ lim ”
⊕

s,q,t∈S π0 MapsBλ(fλqλ, fλtλ)⊗ π0 MapsBλ(fλsλ, fλqλ) “ lim ”
⊕

s,t∈S π0 MapsBλ(fλsλ, fλtλ).

Both vertical maps are functorial images of the map of pro-S×S-indexed spaces in the statement
that is assumed to be an equivalence, so the map on the cokernels is also a pro-equivalence. �

Corollary 6.3.9. Let {Aλ}
{fλ}→ {Bλ} be a morphism of cofiltered systems of idempotent com-

plete additive ∞-categories which is levelwise additive and essentially surjective. Assume {Aλ}
has enough objects given by a set S. If the map

“ lim ” MapsAλ(sλ, s
′
λ)→ “ lim ” MapsBλ(f(sλ), f(s′λ))

is a weak equivalence of pro-S× S-indexed spaces, then “ lim ”fλ is also a weak equivalence.

Proof. It follows from Theorem 6.3.7 that the maps

{τ6nAλ}
{fλ}→ {τ6nBλ}

are pro-equivalences. Hence we obtain the result. �

We can now strengthen Theorem 6.3.7 a little bit.

Corollary 6.3.10. Let {Aλ}
{fλ}→ {Bλ} be a morphism of pro-truncated (see Definition 6.3.3)

cofiltered systems of idempotent complete additive ∞-categories which is levelwise additive and
essentially surjective. Assume {Aλ} has enough objects given by a set S. If the map

“ lim ” MapsAλ(sλ, s
′
λ)→ “ lim ” MapsBλ(f(sλ), f(s′λ))

is an equivalence of pro-S× S-indexed spaces, then “ lim ”fλ is also an equivalence.

Proof. For any locally bounded {Aλ} the object “ lim ”Aλ is a limit of (constant) bounded
objects. Hence the maps

“ lim ”Aλ → τ<∞“ lim ”Aλ

“ lim ”Bλ → τ<∞“ lim ”Bλ

are pro-equivalences. The map

τ<∞“ lim ”Aλ → τ<∞“ lim ”Bλ

is equivalence by Corollary 6.3.9 and [KST18, Lemma 2.7], so we obtain the result. �

Finally by combining Corollary 6.3.10 and Theorem 3.2.7 we obtain the following criterion
for pro-equivalence of weighted stable ∞-categories.
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Corollary 6.3.11. Any morphism {Aλ}
{fλ}→ {Bλ} of cofiltered systems of idempotent complete

boundedly weighted stable ∞-categories whose associated cofiltered systems of hearts are pro-
truncated and have enough objects given by a set S is a pro-equivalence whenever the map

“ lim ” MapsAλ(sλ, s
′
λ)→ “ lim ” MapsBλ(fλ(sλ), fλ(s′λ))

is an equivalence in Pro(SpcS×S).

Corollary 6.3.12. Any morphism {Aλ}
{fλ}→ {Bλ} of cofiltered systems of idempotent complete

boundedly weighted stable∞-categories whose associated cofiltered systems of hearts have enough
objects given by a set S is a weak equivalence whenever the map

“ lim ” MapsAλ(sλ, s
′
λ)→ “ lim ” MapsBλ(fλ(sλ), fλ(s′λ))

is a weak equivalence in Pro(SpcS×S).

Remark 6.3.13. We do not know how to detect pro-equivalence of categories or ∞-categories
which are not additive. Moreover, we do not know whether there is an analogue of Corollary 6.3.7
for cofiltered systems of stable ∞-categories that have enough objects in an appropriate sense
(i.e. all categories should be generated under finite limits, finite colimits and retracts by a
chosen set of objects S).

Corollary 6.3.7 is crucial for the proof of pro-excision on stacks and we would be able to
prove it in a much greater generality if there was an analogue for arbitrary stable ∞-categories.

6.4. Pro-Milnor squares. This goal of this part is to make sense of [LT19, Section 2.4]
in the context of stable ∞-categories. In general it is hard to deal with equivalences in
Pro(Catst

∞). However, thanks to the results of the previous section we understand equivalences
in Pro(WCatst,b

∞ ) quite well. Hence in this subsection we restrict our attention to boundedly
weighted stable ∞-categories. This is completely analogous to the connectivity assumption
in [LT19, Section 2.4]. Consider a commutative square of cofiltered diagrams of boundedly
weighted stable ∞-categories

(6.4.1)
{Aλ} {Bλ}

{A′λ} {B′λ}.

{fλ}

{pλ} {qλ}
{gλ}

Assume that the functors fλ, pλ, qλ, gλ are dense for all λ and that {A♥λ } has enough objects
given by a set S.

Definition 6.4.2. We say that it is a pro-Milnor square (resp. weak pro-Milnor square)
if the following properties hold:

(1) the stable ∞-category A′λ ×
Aλ
B′λ

Bλ (see Definition 6.1.12) is boundedly weighted in a

way that makes the functor A→ A′λ ×
Aλ
B′λ

Bλ weight-exact,

(2) the map {Aλ} → {A′λ ×
Aλ
B′λ

Bλ} is a pro-equivalence (resp., a weak pro-equivalence),

(3) the map {A′λ �
B′λ
Aλ

Bλ} → {B′λ} is a pro-equivalence (resp., a weak pro-equivalence).

We note that the weight structure in (1) is uniquely determined, as its heart must be the
full subcategory of A′λ ×

Aλ
B′λ

Bλ generated by the image of A♥ (see Remark 3.1.3).

Informally, part (2) of the definition corresponds to the condition of being a map-pullback in
the definition of a Milnor square of stable∞-categories. Part (3) corresponds to the condition of
satisfying base change. Indeed, if all hearts of the weighted stable∞-categories are n-categories
then Corollary 6.3.11 allows us to rewrite these conditions more explicitly:
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Proposition 6.4.3. Assume that for any λ there exists an integer n such that A♥λ , A
♥
′λ, B

♥
λ

and B
′♥
λ are n-categories. Then Definition 6.4.2 is equivalent to the following

(1) The spectra

MapsBλ(fλ(sλ), fλ(s′λ))×MapsB′
λ

(qλfλ(sλ),qλfλ(s′λ)) MapsA′λ(pλ(sλ), pλ(s′λ))

are connective for all λ, s ∈ S,

(2) The map

“ lim ” MapsAλ(sλ, s
′
λ)

“ lim ” MapsBλ(fλ(sλ), fλ(s′λ))×MapsB′
λ

(qλfλ(sλ),qλfλ(s′λ)) MapsA′λ(pλ(sλ), pλ(s′λ))

is an equivalence in Pro(SpcS×S) (resp., a weak equivalence),

(3) the map

“ lim ” Maps
A′λ�

B′
λ

Aλ
Bλ

(q′λfλ(sλ), q′λpλfλ(s′λ)) “ lim ” MapsB′λ(qλfλ(sλ), qλpλfλ(s′λ))

is an equivalence in Pro(SpcS×S) (resp., a weak pro-equivalence), where q′λ denotes the
natural map B′λ → A′λ �

B′λ
Aλ

Bλ.

Proof. It follows from Corollary 6.3.11 that the conditions in Definition 6.4.2 follow from the cor-
responding conditions in the theorem. In fact, these conditions also follow from Definition 6.4.2
since the functors

Pro(WCatst,b
∞ )Fun(S,Sptfin)/ → Pro(WCatst,b

∞ )

are conservative10 and the maps in Pro(SpcS×S) are functorial images of the corresponding
maps in Pro(WCatst,b

∞ )Fun(S,Sptfin)/. �

6.4.4. Pro-excision for stable ∞-categories. Any localizing invariant E induces a functor

Pro(WCatst,b
∞ )→ Pro(Spt).

Our main result is the following:

Theorem 6.4.5. Assume given a pro-Milnor square (6.4.1) such that for any λ there exists
an integer n such that A♥λ , A

♥
′λ, B

♥
λ and B

′♥
λ are n-categories. Then any localizing invariant

sends it to a pullback square in pro-spectra.

Proof. Consider the diagram

{Aλ} {A′λ ×
Aλ

(A′λ�
B′
λ

Aλ
Bλ)

Bλ} {Bλ}

{A′λ} {A′λ �
B′λ
Aλ

Bλ} {B′λ}.

The square in the middle is levelwisely a weak pullback square and all the functors at all
levels are dense by construction. Moreover, Construction 6.1.8 only depends on the image of
the left upper corner, so the base change transformation in the square is an equivalence (see
Proposition 6.2.3). Hence the square is a levelwise Milnor square and by Theorem 6.2.4 any

10the functor CX/ → C is conservative for any ∞-category C and its object X (this follows from the classical
statement and [Lur17b, Remark 1.2.9.6])
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localizing invariant sends it to a levelwise pullback square. By Lemma 6.3.1 this gives rise to a
pullback in Pro(Spt).

The rightmost horizontal morphism is a pro-equivalence by assumption. So it suffices to
show that

{Aλ} → {A′λ ×
Aλ

(A′λ�
B′
λ

Aλ
Bλ)

Bλ}

is a pro-equivalence. By Corollary 6.3.11 it suffices to show that the map (1) in the diagram

“ lim ” MapsAλ(sλ, s
′
λ)

“ lim ” MapsBλ(fλ(sλ), fλ(s′λ))×Maps
(A′
λ
�

B′
λ

Aλ
Bλ)

(q′λfλ(sλ),q′λfλ(s′λ)) MapsA′λ(pλ(sλ), pλ(s′λ))

“ lim ” MapsBλ(fλ(sλ), fλ(s′λ))×MapsB′
λ

(qλfλ(sλ),qλfλ(s′λ)) MapsA′λ(pλ(sλ), pλ(s′λ))

(1)

(2)

is an equivalence. The composite is an equivalence by the first part of Proposition 6.4.3(1)
and the map (2) is an equivalence by the second part of Proposition 6.4.3(2) combined with
Lemma 6.3.1. �

6.4.6. Pro-base change map. In this subsection we prove that part (3) in Definition 6.4.2 can
be reformulated in terms of base change maps and prove that .

Proposition 6.4.7. Assume that for any λ there exists an integer n such that A♥λ , A
♥
′λ, B

♥
λ

and B
′♥
λ are n-categories. Assume also that parts (1) and (2) of Definition 6.4.2 are satisfied.

Then part (3) is equivalent to saying that the map in Pro(SpcS×S):

“ lim ” MapsInd(Bλ)(f
∗
λ(sλ), f∗λpλ,∗p

∗
λ(s′λ)) “ lim ” MapsInd(Bλ)(f

∗
λ(sλ), qλ,∗g

∗
λp
∗
λ(s′λ))

is an equivalence.

Definition 6.4.8. A uniform morphism in {Aλ} is a natural transformation between func-
tors from {S} to {Aλ}, where S is a set. We say that a uniform morphism {fλ} : {sλ} → {tλ}
admits a pro-inverse if there exists an increasing function (i.e. a function on objects with a
morphism i→ ϕ(i))

ϕ : I→ I

and h ∈ limλ MapsAλ(tλ, sϕ(λ)) with homotopies

h ◦ lim fλ ' idsλ in lim
λ

MapsAλ(sλ, sϕ(λ))

lim fλ ◦ h ' idtλ in lim
λ

MapsAλ(tλ, tϕ(λ))

where the limit on the right is taken in the ∞-category SpcS×S.

Lemma 6.4.9. Let {Aλ} be a cofiltered system of idempotent complete additive ∞-categories

that has enough objects given by a set S. Let {xs,λ}
{fλ}→ {ys,λ} be an S-uniform morphism in

{Aλ} that admits a pro-inverse. Then the map

“ lim ” MapsAλ(sλ, xs′,λ)→ “ lim ” MapsAλ(sλ, ys′,λ)

is an equivalence in Pro(SpcS×S).

Proof. It suffices to observe that the spaces

lim
λ

MapsAλ(xs,λ, ys,λ)
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lim
λ

MapsAλ(xs,λ, xϕ(s),λ)

lim
λ

MapsAλ(ys,λ, xϕ(s),λ, )

lim
λ

MapsAλ(ys,λ, yϕ(s),λ)

act on the corresponding objects of Pro(SpcS×S) in a way compatible with the composite and
the identity. �

Proof of Proposition 6.4.7. We first note that the construction

A′ �B′

A B

only depends on the image of Aλ in the lax pullback, in particular it can be identified with

A′ �B′(
A′×A

(A′
λ
�B′

A
B)

B
) B.

It follows from Proposition 6.4.3 and Theorem 6.1.15 that part (3) in Definition 6.4.2 is equiv-
alent to the map in Pro(SpcS×S)

“ lim ” MapsInd(Bλ)(f
∗
λ(sλ), f

′∗
λ p
′
λ,∗p

∗
λ(s′λ))

“ lim ” MapsInd(Bλ)(f
∗
λ(sλ), qλ,∗g

∗
λp
∗
λ(s′λ))

being an equivalence, where p′λ and f ′λ denote the functors

A′λ ×
Aλ
B′λ

Bλ → A′λ,

A′λ ×
Aλ
B′λ

Bλ → Bλ.

Denote the functor

Aλ → A′λ ×
w,Aλ
B′λ

Bλ,

by hλ. Since we have an equivalence

f∗λpλ,∗ ' f
′∗
λ h
∗
λhλ∗p

′
λ,∗

to prove our claim it suffices to show that the map

“ lim ” MapsInd(Bλ)(f
∗
λ(sλ), f

′∗
λ h
∗
λhλ∗p

′
λ,∗p

∗
λ(s′λ)) “ lim ” MapsInd(Bλ)(f

∗
λ(sλ), f

′∗
λ p
′
λ,∗p

∗
λ(s′λ))

is an equivalence. The first condition in the Definition implies that the S-uniform morphism
{h∗λhλ∗Xλ} → {Xλ} admits a pro-inverse for any object X of {A′λ ×

Aλ
B′λ

Bλ} (see Proposi-

tion 6.4.3). Hence {f ′∗λ h∗λhλ∗Xλ} → {f
′∗
λ Xλ} also admits a pro-inverse and thus induces an

equivalence on S× S-indexed mapping spaces by Lemma 6.4.9. �

In practice it seems pretty rare for a square as in Definition 6.4.2 to be a (strong) pro-Milnor
square. Much more common are the weak pro-Milnor square. We will prove in the next section
that under some assumptions a localizing invariant also sends weak pro-Milnor squares to weak
pullback squares of spectra.
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6.4.10. Weak equivalences of pro-objects. The notion of pro-equivalence is sometimes too strong
to conveniently talk about. In particular, the pro-homotopy groups (whenever those are defined)
do not reflect pro-equivalences for pro-objects that are not pro-truncated (see Definition 6.3.3).
Because of this, weak equivalences in the sense of Definition 6.3.2 or similar notions are used
instead in the literature (see [KST17, Definition 4.4] and [LT19, Definition 2.7]). In this section
we use them to prove an unbounded version of Theorem 6.4.5. The category of perfect complexes
over a E1-ring spectrum admits a weight structure, so our theory generalizes the results of [LT19,
2.4] automatically.

Definition 6.4.11. A localizing invariant E is said to be connected if for any map of bound-
edly weighted stable ∞-categories A→ B such that τ6nA→ τ6nB is an equivalence, the map
of spectra E(A)→ E(B) is n-connected.

Remark 6.4.12. The notion of a connected invariant is closely related to the notion of an
n-connective invariant in [LT19, Def. 2.5]. In fact, any functor A

F→ B with τ6nA → τ6nB
being an equivalence, can be presented as a filtered colimit of functors

PerfEndA(
⊕n
i=1 Xi) → PerfEndA(F(

⊕n
i=1 Xi))

induced by n-connected maps of rings. So for a finitary invariant such as K-theory, the property
of being connected is equivalent to being 0-connective. In general, an argument similar to the
one used for proving Theorem 5.3.3 implies that any localizing invariant E is connected whenever
it is 1-connective. In particular, the K-theory is a connected invariant.

Remark 6.4.13. For a connected invariant E the associated functor

Pro(WCatst,b
∞ )→ Pro(Spt)

sends weak equivalences to weak equivalences.

Theorem 6.4.14. Given a weak pro-Milnor square (6.4.1), any connected localizing invariant
sends it to a weak pullback square in pro-spectra.

Proof. Lemma 6.4.3 shows that under the assumptions the map

{A′λ �
B′λ
Aλ

Bλ} → {B′λ}

is a weak pro-equivalence. Now we can use the same argument as in the proof of Theorem 6.4.5
using Corollary 6.3.12 instead of Corollary 6.3.11. �

7. Applications to localizing invariants of ANS stacks

We are now going to apply all the abstract results of the previous section to stacks and their
algebraic invariants. Our first goal is to prove the pro-cdh-descent for K-theory of algebraic
stacks (Theorem 7.3.1). The proof will follow the strategy of [KST17] with the main new
ingredient being the equivariant pro-descent. This allows us to prove the Weibel’s conjecture
on the vanishing of the negative K-theory of stacks. Besides that, Theorem 7.3.1 together
with Theorem 1.4.7 implies cdh-descent for all truncating invariants on stacks. Finally, we will
present an application of Theorem 1.4.7 to the lattice conjecture.

From now on we will restrict our attention to derived quasi-compact and quasi-separated
algebraic stacks (that is, stacks built on simplicial commutative rings with fpqc-topology). The
reason for this choice is the fact that the formal completion of a closed subscheme is pro-
truncated in this setting. This allows us to use the categorical pro-descent results of Section 6.4.
We note that the generalization described in Section 6.4.10 allows us to obtain a statement for
connected invariants of spectral stacks.
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7.1. ANS stacks. Here we introduce a large class of stacks to which our results apply. All
applications of our categorical results to localizing invariants are obtained by first doing the
case of affine quotient stacks (i.e. stacks described via Construction 3.3.12) and then using the
so-called Nisnevich topology to glue a result for more general stacks. So, the stacks we care
about are Nisnevich-locally affine quotient stacks. Informally, the class of ANS stacks is the
largest class of such stacks that is closed under reasonable operations (such as blow-ups).

7.1.1. Nisnevich topology.

Definition 7.1.2. Let X be a derived stack. We say that a family of etale maps {Ui → X}i∈I

is a Nisnevich covering if for every point x ∈ X there exists i ∈ I and a point y ∈ Ui over
x with an isomorphism of residual gerbes. This generates a topology called the Nisnevich
topology on the small etale site of X.

A Nisnevich square of derived algebraic stacks is a cartesian diagram of derived algebraic
stacks

U′ X′

U X.

f

j

where j is a quasi-compact, quasi-separated open immersion and f is a representable étale
morphism of finite presentation inducing an equivalence f−1(Z) → Z for some complementary
(to U) closed substack Z ↪→ X.

Recall some basic properties of these notions:

(1) Any Nisnevich covering has a finite subcovering (the proof is the same as in the discrete
case [HK19, Corollary 2.7]).

(2) Nisnevich squares define a cd-structure on the category of stacks. The topology gener-
ated by this cd-structure coincides with the Nisnevich topology (the proof is the same
as in the discrete case [HK19, Proposition 2.9]). Moreover, a presheaf F satisfies de-
scent in this topology if and only if F maps all Nisnevich squares into pullback squares
([AHW17, Theorem 3.2.5]).

Definition 7.1.3. A derived algebraic stack X is perfect if the stable ∞-category Dqc,X is
compactly generated by its full subcategory PerfX of perfect complexes.

Example 7.1.4. We have already seen that the stacks of the form [Spec R/G] are examples
of perfect stacks when G is linearly reductive or affine over a field of characteristic 0. (see
Proposition 3.3.15 and Theorem 3.3.13).

7.1.5. Nisnevich descent for localizing invariants. Similarly to the case of schemes, reasonable
cohomology theories tend to satisfy descent in the Nisnevich topology. Let E be a localizing
invariant. For a stack X adopt the notation

E(X) := E(PerfX).

Thus a localizing invariant gives rise to a presheaf of spectra on stacks.

Theorem 7.1.6. Any localizing invariant E sends a Nisnevich square

U×X V V

U X.

p

i

with perfect X and V to a cartesian square of spaces.
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Proof. The induced square

Dqc,X Dqc,U

Dqc,V Dqc,U×XV

j

is cartesian. This is [TT90, Thm 2.6.3] in the classical setting. In fact, one can check the
invertibility of the unit and co-unit of the adjunction

Dqc,X � Dqc,U ×Dqc,U×XV Dqc,V

using base change for i∗ and p∗ ([Lur18, Cor 3.4.2.2]) and the semi-orthogonal decomposition

Dqc,X =
〈
Dqc,X∧

(X−U)
,Dqc,U

〉
,

see [GR14, 7.1] or [HLP14, Thm 2.2.3]. The functors j∗ and i∗ right adjoint to the horizontal
functors in the diagram are fully faithful by base change ([Lur18, Cor 3.4.2.2]). Now the result
follows from [Tam18, Thm 18] (see also [Hoy18, Cor 13]) and the perfectness assumption. �

Definition 7.1.7. A derived algebraic stack X is called ANS 11 if it has affine diagonal and
nice stabilizers.

Example 7.1.8. Let G be a finite étale group scheme over a field k. If G has order prime to
the characteristic of k, then G is nice and embeddable. It follows that any separated Deligne–
Mumford stack over k is ANS as long as it is tame (i.e., has all stabilizers of order prime to the
characteristic).

Example 7.1.9. Any algebraic stack with affine diagonal that is tame in the sense of [AOV08,
Def. 3.1] is ANS. This generalizes Example 7.1.8.

Example 7.1.10. If T is a nice group scheme over an affine scheme S acting on an algebraic
space X over S with affine diagonal, then the quotient [X/T] is ANS. (However, it is typically
not tame in the sense of [AOV08].)

Lemma 7.1.11. Let X be an ANS derived stack. Let f : X′ → X be a representable morphism
with affine diagonal. Then X′ is ANS.

Proof. Since f is representable, the stabilizers of X′ are subgroups of those of X. �

The following is the main result of [AHHLR] in the classical case. The generalization to
derived stacks is immediate.

Theorem 7.1.12 (Alper–Hall–Halpern-Leistner–Rydh). Let X be an ANS derived stack. Then
there exists a finite sequence of open immersions

(7.1.13) ∅ = U0 ↪→ U1 ↪→ · · · ↪→ Un = X,

an embeddable nice group scheme G over an affine scheme S, and Nisnevich squares

Wi Vi

Ui−1 Ui

where Vi is étale and affine over Ui and affine over BG.

11This is an abbreviation of “affine diagonal and nice stabilizers."
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Proof. If X is classical, this follows by combining the main result of [AHHLR]12 with [HK19,
Prop. 2.9]. In general, we can use derived invariance of the étale site [Lur17a, Thm. 7.5.0.6] to
obtain unique lifts of the Ui and Vi from the classical truncation Xcl, in such a way that we have
Nisnevich squares as above. It remains only to extend the affine morphism (Vi)cl → BG to Vi.
In fact, the relevant obstruction vanishes since the cotangent complex of BG is of Tor-amplitude
[0, 1] and (Vi)cl is cohomologically affine (as G is linearly reductive). �

Theorem 7.1.14. Let X be an ANS derived stack. Then X is perfect.

Proof. By Theorem 7.1.12, we can in particular find an affine étale surjection onto X from a
finite coproduct of quotient stacks of the form [Xi/G], where G is a nice group scheme over an
affine scheme S and Xi is an affine derived S-scheme with G-action. It will now suffice to show
that the property of crispness can be detected by affine étale surjections. Indeed, we note that
the proof given in [HR15b, Thm. C] for the classical case generalizes to our setting, following
Example 9.4 of loc. cit. �

Combining Theorem 7.1.14, Theorem 7.1.6 and Lemma 7.1.11 we obtain:

Corollary 7.1.15. Any localizing invariant E satisfies Nisnevich descent on any ANS derived
stack.

7.2. Dimension of algebraic stacks. Recall several useful notions of dimension from [HK19].

Definition 7.2.1. Let X be a Noetherian stack.

(1) The Krull dimension dim X of X is the dimension of the underlying topological space
|X|.

(2) We define the blow-up dimension bl dim X to be the supremum of such n that there
exists a sequence of maps

Xn → · · · → X0 = X

such that Xi is a nonempty nowhere dense closed substack in an iteratated blow-up of
Xi−1. If X is empty, then bl dim(X) = −1 by convention.

(3) The covering dimension cov dimfppf X is the minimum of all such n that there exists a
faithfully flat finitely presented morphism S→ X where S a scheme of Krull dimension
n.

(4) The covering dimension cov dimsm(X) (more precisely, smooth-covering dimension) is
the minimal integer −1 6 n 6 ∞ such that there exists a smooth surjection X → X
where X is a noetherian scheme of Krull dimension n.

Remark 7.2.2. In general, one has the inequalities dim(X) 6 bl dim(X) 6 cov dimfppf(X) 6
cov dimsm(X). For quasi-Deligne–Mumford stacks these are all equal to the usual dimension as
defined in [The17, Tag 0AFL]. See [HK19, Lemma 7.8].

7.2.3. Nisnevich cohomological dimension. We denote by cdNis X the Nisnevich cohomological
dimension of a stack X.

We are now going to show that the Nisnevich cohomological dimension of an algebraic
stack is bounded by its covering dimension. We establish this by showing that the Nisnevich
topology as a cd-topology on the category of Noetherian algebraic stacks of finite covering
dimension is bounded with respect to a density structure defined using the density structure of
Krishna and Ostvaer [KO10, Definition 8.3] on any of its faithfully flat cover. The Nisnevich cd-
structure is complete and regular as Nisnevich squares are closed under pullbacks and since open

12See [AHR19, Cor. 17.3] and [AOV08, Thm. 3.2] for documented special cases of this result.
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immersions and etale morphisms are preserved under base change and formation of diagonals.
Let Stk denote the category of Noetherian algebraic stacks.

Let X be a Noetherian algebraic stack and let S→ X be a faithfully flat finitely presented
morphism from a DM-stack S. For Y ∈ Stk /X, let q : SY → Y be the fppf covering of Y given
by the base change of S→ X along Y. For i > 0, let DS

i (Y) denote the class of open substacks
U ↪→ Y such that the open substack U ×Y SY ↪→ SY defines an element of the class Di(SY),
where D∗(−) denotes the density structure on the category of Deligne-Mumford stacks (see
[KO10, Definition 8.3]). It is easy to check that the classes DS

i (−) define a density structure
on the category Stk /X in the sense of [Voe10a, Definition 2.20] and that this density structure
is locally of finite dimension and the dimension of X with respect to the density structure
dimDS(X) = dim(S).

Lemma 7.2.4. Let X be a DM stack and U ∈ Di(X). Let V be an open substack of X. Then
U ∩V ∈ Di(V).

Proof. By [KO10, Lemma 8.4] it suffices to show that |U ∩ V| ∈ Di(|V|). Now we can use the
same argument as in the proof of [Voe10b, Lemma 2.5]. �

Proposition 7.2.5. The Nisnevich cd-structure on the category Stk /X is bounded with respect
to the density structure DS

∗(−).

Proof. We need to show that every Nisnevich square is reducing with respect to the density
structure. Consider a Nisnevich square Q in Stk /X:

(7.2.6)
W V

U Y,

jV

p

j

where p is etale, j is an open immersion and the induced morphism p−1(Y r U) → (Y r U)
is invertible. Choose W0 ∈ DS

i−1(W), U0 ∈ DS
i (U) and V0 ∈ DS

i (V). To show that the above
square Q is reducing with respect to the density structure, we need to prove that there exists
a Nisnevich square Q′ in Stk /X

(7.2.7)
W′ V′

U′ Y′,

and a morphism Q′ → Q such that W′ → W factors through W′ → W0, U′ → U through
U′ → U0, V′ → V through V′ → V0, and Y′ ∈ DS

i (Y) (see [Voe10a, Definition 2.21]). Applying
Lemma 7.2.8 to the morphism j t p, we can find Y0 ∈ DS

i (Y) such that j−1(Y0) ⊆ U0 and
p−1(Y0) ⊆ V0. Therefore by base changing (7.2.6) along Y0 ↪→ Y and then replacing Y by Y0

we are reduced to the case when U = U0 and V = V0 in (7.2.6). Note that W0 ×Y Y0 is in
DS
i−1(U0 ×Y V0) by Lemma 7.2.4.

Let Z = W r W0 and C = Y r U and set W′ = W0, U′ = U, V′ = V r clV(Z) and
Y′ = Y r (C ∩ clY(p ◦ jV(Z))) in (7.2.7) to obtain the Nisnevich square Q′ with a natural
morphism to Q given by inclusions. Now Y′ ×Y SY → SY ∈ Di(SY) by the proof of [KO10,
Lemma 8.8]. Therefore Q′ → Q satisfies all the required properties. �

Lemma 7.2.8. Let f : W → Y be an etale and surjective morphism of Noetherian stacks.
Then for any i > 0 and W0 ∈ DS

i (W) there exists Y0 ∈ DS
i (Y) such that f−1(Y0) ⊂W0.
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Proof. Let SW = S×X W, SW0
= S×X W0 and let fS : SW → SY denote the base change of f :

W→ Y along the fppf covering q : SY → Y and q̃ : SW →W denote the base change of q along
f . Then by [KO10, Lemma 8.6] applied to fS there exists Ỹ ∈ Di(SY) such that f−1

S (Ỹ) ⊂ SW0
.

Let Y0 = q(Ỹ), then Y0 ∈ Di(Y) since q is open (see [LMB18, Proposition 8.6]), Ỹ ⊆ Y0×Y SY

and Ỹ ∈ Di(SY). Moreover f−1(Y0) = f−1(q(Ỹ)) ⊆ q̃(f−1
S (Ỹ)) ⊆ q̃(SW0

) = W0. �

Corollary 7.2.9. Let X be a Noetherian stack and let F be a sheaf of abelian groups on the
Nisnevich site of X. Then

Hi
Nis(X,F) = 0

for i > cov dimfppf X. In other words, cov dimfppf X > cdNis X.

7.3. Localizing invariants of algebraic stacks. In this section we formulate our main ex-
cision results and our version of the Weibel’s conjecture. Our ultimate goal is to prove the
pro-cdh-descent for K-theory of algebraic stacks (Threorem 7.3.1). The proof will follow the
strategy of [KST17] with the main new ingredient being the equivariant pro-descent.

To the end of the section consider an abstract blow-up square of noetherian stacks

E X̃

Y X,

p

i

that is a commutative square with p proper representable and i closed immersion such that p
induces an isomorphism X̃ − E → X − Y. Define Yn to be the n-th infinitesimal thickening of
Y in X and En to be the n-th infinitesimal thickening of E in X̃.

The next few sections will be dedicated to proving the following result:

Theorem 7.3.1 (pro-cdh-descent). Assume X is an ANS stack. Then for any connected (see
Definition 6.4.11) localizing invariant E the square

E(X) “ lim ” E(Yn)

E(X̃) “ lim ” E(En)

is a weak pullback of pro-spectra.

Until the rest of the section we fix a connected localizing invariant E. For a map of stacks
Z→ X we denote

E(X,Z) := Fib(E(X)→ E(Z)).

The conclusion of Theorem 7.3.1 can be reformulated into saying that the map

“ lim ” E(X,Yn)→ “ lim ” E(X,En)

is a weak equivalence of pro-spectra. We postpone the proof till Section 7.5. Many results of
this kind have already been proved by now. The most prominent paper is [KST17] where the
theorem was proved for schemes. Moreover, it was proved in [HK19] that the square (7.3) is
mapped into a pullback square of spectra by the homotopy K-theory.

Another related result is the cdh-descent for the so-called derived blow-up square. Recall
that a quasi-smooth immersion of derived stacks Y → X is a map that locally fits into a pullback
diagram

Y X

X AnX.
0
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In this situation we can define the derived blow-up BlLY/X to be the pullback BlX/An ×AnX. It
turns out to be a well defined construction globally too (see [KR19, 4.1.6]).

Theorem 7.3.2 ([Kha18], Theorem A). Let E be any additive invariant. Then for a quasi-
smooth closed immersion of derived algebraic stacks Y → X of virtual codimension more than
1 the diagram

E(X) E(Y)

E(BlLY/X) E(P(NY/X))

is cartesian.

Using this result together with the technique of flatification by blow-ups we can prove the
following.

Theorem 7.3.3 (Weibel’s conjecture). Let X be a noetherian ANS stack of covering dimension
d. Then K−n(X) vanishes for all n > d.

Note that we use the covering dimension instead of the blow-up dimension used in [HK19].
The reason for that is that we can only prove nilinvariance for the negative K-theory below the
covering dimension while the homotopy K-theory is nilinvariant on the nose. Theorem 7.3.3
applies to all separated DM stacks with linearly reductive stabilizers. As an interesting special
case we get:

Corollary 7.3.4. Let X be a Noetherian scheme equipped with an action of a linearly reductive
almost multiplicative group G. Then KG

−n(X) = 0 vanishes for n > dim X.

7.4. Equivariant pro-descent. The set-up for the next theorem is the following data

• An embeddable linearly reductive group scheme G over a commutative ring k.

• A commutative k-algebra R with a G-action.

• A morphism {Rλ} → {Sλ} of N-cofiltered systems of G-equivariant Noetherian simpli-
cial commutative R-algebras.

• An equivariant cosection M
s→ R of a G-equivariant locally-free R-module. We denote

by s(M) the image of the induced map on π0 of the modules.

• A localizing invariant E.

Consider the derived quotients

Rλ(λ) = Rλ//s
⊗λ = Rλ ⊗SymR(M) R

Sλ(λ) = Sλ//s
⊗λ = Sλ ⊗SymR(M) R

where SymR denotes the free simplicial R-algebra on a module. Here the SymR(M)-module
structures are induced by the zero map and by s. By functoriality of the above construction
these admit an action of G which is compatible with the quotient maps.

Lemma 7.4.1. Assume that Rλ and Sλ are bounded for every λ. If a morphism {Rλ} → {Sλ}
as above is a pro-equivalence in Pro(sCAlgR) then the map

“ lim ” EG([Spec Rλ/G])→ “ lim ” EG([Spec Sλ/G])

is an equivalence.
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Proof. If Rλ and Sλ have finitely many homotopy groups for any λ then the pro-objects “ lim ”Rλ

and “ lim ”Sλ are pro-truncated (see Definition 6.3.3) and hence the map {Rλ} → {Sλ} is
actually a pro-equivalence of E∞-algebras. By [Isa, Lemma 13.2] (see also [LT19, Lemma 2.28])
the map is also a pro-equivalence of E∞-algebras with G-action. Now the weighted stable
∞-category Perf [Spec(−)/G] is functorial in E∞-algebras with G-action, hence it induces a pro-
equivalence of cofiltered systems of stable ∞-categories. Applying any localizing invariant to it
yields a pro-equivalence of spectra and the claim.

�

Theorem 7.4.2. Suppose that the map

{s(M)λπi(Rλ)} → {s(M)λπi(Sλ)}
is a pro-equivalence for all i > 0. Then the commutative square of pro-spectra

“ lim ” EG(Rλ) “ lim ” EG(Rλ(λ))

“ lim ” EG(Sλ) “ lim ” EG(Sλ(λ))

is weakly cartesian.

Proof. Consider the diagram of cofiltered systems boundedly weighted categories (see Theo-
rem 3.3.13)

(7.4.3)

{Perf [Spec Rλ/G]} {Perf [Spec Rλ(λ)/G]}

{Perf [Spec Sλ/G]} {Perf [Spec Sλ(λ)/G]}.

All the categories in the diagram are generated by pullbacks of the set PG of G-equivariant
finitely generated projective k-modules and all the functors are levelwise epimorphisms. Since
Sλ(λ) = Sλ ⊗Rλ Rλ(λ) the base change map is levelwisely an isomorphism.

The map π0Sλ → π0Sλ(λ) is surjective, so the pullback Sλ ×Sλ(λ) Rλ(λ) is connective. The
pullback

Perf [Spec Sλ/G] ×Perf [Spec Sλ(λ)/G]
Perf [Spec Rλ(λ)/G]

may be identified with [PerfSλ×Sλ(λ)Rλ(λ)/G] by [Lur18, Theorem 16.2.1.1] and so is naturally
weighted in such a way that the functor

Perf [Spec Rλ/G] → Perf [Spec Sλ/G] ×Perf [Spec Sλ(λ)/G]
Perf [Spec Rλ(λ)/G]

is weight exact.

It follows from our assumption and [KST17, Lemma 4.10] that the fibers of the maps

{Rλ} → {Rλ(λ)} and {Sλ} → {Sλ(λ)}
are equivalent. In particular the map

{Rλ} → {Sλ ×Sλ(λ) Rλ(λ)}
is a pro-equivalence. By Lemma 7.4.1 and the map

{Perf [Spec Rλ/G]} → {Perf [Spec Sλ/G] ×Perf [Spec Sλ(λ)/G]
Perf [Spec Rλ(λ)/G]}

is a pro-equivalence. So, (7.4.3) is a pro-Milnor square and the result follows from Theo-
rem 6.4.14. �

Applying the above theorem to the map of constant families {R} → {π0(R)} we get:
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Corollary 7.4.4. Under the same set-up as before with Sλ = π0(R) the square

EG(R) “ lim ” EG(Rλ(λ))

EG(π0(R)) “ lim ” EG(π0(R)/s(M)λ)

is weakly cartesian in Pro(Spt) if Rf is discrete for any f ∈ s(π0(M)) ⊂ π0(R).

Proof. Since R is Noetherian, πi(R) are all finitely generated. Hence our assumption yields
that for any f ∈ s(M) there exists n such that the group fnπi(R) is trivial. Since s(M) is
finitely generated, s(M)kπi(R) = 0 for k big enough. Finally, the map “ lim ”π0(R)(λ) →
“ lim ”π0(R)/s(M)λ is a pro-equivalence of pro-E∞-rings by [KST17, Lemma 4.10] So by Corol-
lary 7.4.1 we are in situation of Theorem 7.4.2. �

7.4.5. Now we apply Theorem 7.4.2 to the case where {Rλ} and {Sλ} are constant families of
discrete Noetherian k-algebras R and S. For an equivariant ideal I of R that maps isomorphically
to an equivariant ideal of S we take M to be a G-equivariant vector bundle that surjects onto
I (this exists by the resolution property). By Corollary 7.4.4 applied to the discrete R we can
also take the classical quotients R/Iλ and S/Iλ in place of the derived ones R(λ) and S(λ).
Summarizing we have:

Corollary 7.4.6. Let G be a linearly reductive embeddable group over a commutative ring k.
Let R

f→ S be an equivariant map of Noetherian commutative k-algebras with an action of G,
I ⊂ R be an equivariant ideal which f maps isomorphically onto an ideal J ⊂ S. Then the map

“ lim ” EG(R, In)→ “ lim ” EG(S, Jn)

is a weak pro-equivalence.

7.5. Proof of pro-cdh-descent. We are now ready to prove Theorem 7.3.1. The proof follows
step by step Section 5 of [KST17]. A reader familiar with the techniques might skip the proofs
in the chapter on the first reading. A slightly different argument is only needed in the end of
our proof (see 7.5.8) to replace the construction [KST17, 5.4].

Until the end of the section consider an abstract blow-up square of stacks

E X̃

Y X,

p

i

that is, a pullback square with p proper representable and i closed immersion such that p
induces an isomorphism X̃− E→ X− Y. We will assume that X is ANS. Define Yn to be the
n-th infinitesimal thickening of Y in X and En to be the n-th infinitesimal thickening of E in
X̃.

Proposition 7.5.1. Theorem 7.3.1 holds for an abstract blow-up square (7.5) with p being
finite.

Proof. Pick a Nisnevich covering {[Ui/Gi] → X}i∈I from the definition of Nisnevich-local lin-
earizability, where Ui is affine over an affine scheme Si and Gi is a linearly reductive group
scheme over Si acting on Ui. By [AHR19, Corollary 13.2] we may assume that all Gi are
embeddable. Hence by Theorem 7.1.6 it suffices to prove the claim for the case of X being a
quotient stack [Spec(R)/G]. Here we use that taking weak pullbacks of pro-spectra as well as
taking formal limits commutes with finite limits (see Lemmas 6.3.4 and Lemma 6.3.1). Since p
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is representable and finite and Y is a closed substack, our diagram of stacks is obtained from a
diagram of G-equivariant Noetherian rings

R R/I

S S/IS

π

by taking the quotient by G of the corresponding cdh-square of affine schemes.

By definition of cdh-square π becomes an isomorphism after localizing any x ∈ I. Hence both
Ker(π)x and Coker(π)x are trivial. Since Ker(π) and Coker(π) are finitely generated, xn Ker(π)
and xn Coker(π) are trivial for n big enough. Since I is finitely generated, In Ker(π) = 0 and
In Coker(π) = 0 for n big enough. The first equality and the Artin-Rees Lemma imply that
Ker(In → S) = In ∩ Ker(π) = 0. The second equality implies InS ⊂ π(R). Factoring π as
R → R/ ker(π) → S we reduce to the cases of π being surjective and π being injective. If π is
surjective then it maps In isomorphically onto π(In). If π is injective then it maps the ideal
In+1 ⊂ π−1(In+1S) ⊂ π−1(π(I)) = I isomorphically onto the ideal π(In).

Note that replacing I in the diagram by an ideal J such that Ik ⊂ J ⊂ I for some k gives
rise to equivalent pro-objects, so the result follows from Corollary 7.4.6. �

Remark 7.5.2. The proof of 7.5.1 doesn’t use that Gi are almost multiplicative, so finite
pro-cdh-descent holds for X being any ANS stack.

Corollary 7.5.3. Theorem 7.3.1 holds if it holds for any square (7.5) with X − Y ⊂ X and
X̃− E ⊂ X̃ being dense open.

Proof. By Proposition 7.5.1 replacing X by the closure of X−Y, X̃ by the closure of X̃− E, Y
and E by the corresponding pullbacks doesn’t change “ lim ” E(X,Yn) and “ lim ” E(X̃,En) up
to weak equivalence. �

Proposition 7.5.4. If Theorem 7.3.1 holds for actual blow-up squares then it holds for any
abstract blow-up square.

Proof. Let Y′ ⊂ Y ⊂ X be closed substacks. Denote by Yn and Y′n the corresponding infin-
itesimal thickenings of the substacks. Using the same argument as in the proof of [KST17,
Claim 5.3] (and Proposition 7.5.1) we see that the theorem holds for the square

Y ×X BlY′/X BlY′/X

Y X.

Now consider an abstract blow-up square (7.5). By Corollary 7.5.3 we may assume X− Y
to be dense in X. Using a version of flatification by blow-ups (see [Ryd17, Theorem 4.2]) we
may find a sequence of blow-ups X′ → X that factors through X̃ and whose centers are all
substacks of the preimage of Y ([HK19, Corollary 2.4]). Since X′ → X̃ is also a sequence of
blow-ups the observation above implies that Theorem 7.3.1 holds for the top square and also
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for the composed square in the diagram

Y ×X X′ X′

E X̃

Y X.

Hence it also holds for the bottom square. �

7.5.5. Pro-cdh-descent for derived blow-ups. Notice that although Theorem 7.3.2 yields cdh-
descent for derived blow-ups, it does not automatically imply pro-cdh-descent. In this section
we solve the issue.

Let X be a Noetherian quotient stack [Spec(R)/G] over k where G is embeddable and
almost multiplicative linearly reductive, V

s→ R be an equivariant cosection of a locally free
module. Denote by Zk the quasi-smooth closed substack of X defined by s⊗n. Denote by Xk

the derived blow-up of Zk in X and let Dk denote the corresponding derived exceptional divisor
which is a quasi-smooth substack. We also denote by Dk

n its n-th nilpotent thickening. Note
that the corresponding classical blow-ups over [Spec(SymR(V))/G] are all equivalent, so we
have canonical maps X1 → Xi and D1

in → Di
n for all i > 0.

These data also allow us to define the thickened semi-derived exceptional divisors Ekn. These
are defined as the derived pullbacks of the n-th (non-derived) nilpotent thickening of the classical
exceptional divisor of the corresponding blow-up of [Spec(SymR(V⊗k))/G].

Lemma 7.5.6. Fix an positive integer k. In the notation above the commutative diagram

{D1
nk} {Dk

n}

X1 Xk

induces a weak pullback of pro-spectra after applying any connective localizing invariant.

Proof. The diagram in question is cartesian by construction. Since X1−D1
k
∼= Xk−Dk ∼= X−Z,

the associated diagram of underlying classical stacks induces a weak pullback square in pro-
spectra by Proposition 7.5.1. If X1 were of the form [Spec R/G] where G is embeddable linearly
reductive and R is Noetherian, then Corollary 7.4.4 would imply the result. At least the pullback
of our diagram from X1 to any such affine quotient stack induces weak pullback square in pro-
spectra. The derived stack Xk is a pullback of a classical blow-up from the affine quotient stack
[Spec(SymR(V⊗k))/G]. So by Theorem 7.1.12 it admits an affine Nisnevich cover by stacks of
the form [Spec Ai/Gi] where Ai are Noetherian simplicial k-algebras and Gi are embeddable
linearly reductive almost multiplicative over k acting on Ai. Now the result follows from
Theorem 7.1.6. �

Lemma 7.5.7. For any connective localizing invariant E the map

“ lim ” E(Dk
n)→ “ lim ” E(Ekn)

is a weak equivalence.

Proof. By definition the map Ekn → Dk
n is the derived pullback of a map π0Dn → Dn along X→

[Spec(SymR(V⊗k))/G], where Dn is the n-th nilpotent thickening of the derived exceptional
divisor D on Bl[Spec R/G][Spec(SymR(V⊗k))/G]. This admits a Nisnevich cover by stacks of

84



the form [Spec Ai/Gi] by Theorem 7.1.12. So the result follows from Proposition 7.4.4 and
Theorem 7.1.6. �

Corollary 7.5.8. For any connective localizing invariant E the map

“ lim ” E(X,Zn)→ “ lim ” E(X1,D1
n)

is a weak equivalence of pro-spectra.

Proof. We have a commutative diagram of pro-spectra

“ lim
n

” E(X,Zn) “ lim
n

” E(X1,D1
n)

“ lim
k,nk

” E(X,Znk) “ lim
k,nk

” E(X1,D1
nk)

“ lim
k,nk

” E(X,Znk) “ lim
k,nk

” E(Xk,Dk
n) “ lim

k,nk
” E(Xk,Ekn)

“ lim
k

” E(X,Zk) “ lim
k

” E(Xk,Dk) “ lim
k

” E(Xk,Ek)

∼= ∼=

= (1)

(2)

∼= ∼= ∼=

where the subscript "k, nk" signifies that the limit is taken over the poset of pairs (k, nk) with the
componentwise divisibility order. The lower vertical maps are induced by the functor that sends
k to (k, k). This functor is final, so the maps are equivalences. The bottom horizontal composite
map is an equivalence by Theorem 7.3.2. The map (1) is an equivalence by Lemma 7.5.6 and
the map (2) is an equivalence by Lemma 7.5.7, so the top horizontal map is an equivalence. �

Proof of Theorem 7.3.1. By Proposition 7.5.4 we may assume that the square (7.5) is a classical
blow-up square. Pick a Nisnevich covering {[Ui/Gi] → X}i∈I from local nice linearizability of
X, where Ui is affine over an affine scheme Si and Gi is an almost multiplicative linearly
reductive group scheme over Si acting on Ui. Moreover, we may shrink the cover further to
ensure that Gi are embeddable by [AHR19, Corollary 13.2]. Finally Theorem 7.1.6 implies
that it suffices to prove the claim for the case of a classical blow-up square of a quotient stack
X = [Spec(R)/G] at a closed substack Z defined by an equivariant ideal I, where G embeddable
almost multiplicative linearly reductive. Here we use that taking weak pullbacks of pro-spectra
as well as taking formal limits commutes with finite limits (see Lemmas 6.3.4 and Lemma 6.3.1).

By [Gro17, Theorem A] X has the resolution property. Hence we may find a surjection
V→ I, where V is a G-equivariant locally free R-module. Consider the derived stack Y defined
as the zero locus of the cosection V → I → R. In other words, Y = [Spec(R ⊗SymR(V) R)/G].
We consider the derived blow-up X̃ = BlLY/X and its derived exceptional divisor D. We denote
the nilpotent thickenings of Y and D by Yn and Dn, respectively. These data fit into the
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commutative diagram

{En} {Dn,cl} {Dn}

{Yn} {Yn,cl} {Yn}

X̃ X̃cl X̃

X X X.

= w.e.

cl.imm

= =

We need to prove that the leftmost face in the diagram induces a weak pullback square
after taking formal limits and applying Pro(E). The top left face does induce a weak pullback
square by Proposition 7.5.1 since it is a pullback square of stacks and since X̃ − E ∼= X̃cl −
Dcl. By definition X̃ is a derived pullback of a classical blow-up from [Spec(SymR(V))/G],
so by Theorem 7.1.12 it admits a Nisnevich cover by stacks of the form [Spec Ai/Gi] where
Ai are Noetherian simplicial k-algebras and Gi are embeddable almost multiplicative linearly
reductive over k acting on Ai. Combining the Nisnevich descent for E (see Theorem 7.1.6) and
Corollary 7.4.4 we obtain that that the top right face also induces a weak pullback square after
taking formal limits and applying Pro(E).

Now since the map “ lim ” E(Yn) → “ lim ” E(Yn,cl) is an equivalence (by Lemma 7.4.1
and [KST17, Lemma 4.10]) it suffices to show that the rightmost face in the diagram induces
a weak pullback square after taking formal limits and applying Pro(E). This follows from
Corollary 7.5.8. �

7.6. Proof of the Weibel’s conjecture. We are now ready to prove Theorem 7.3.3.

Lemma 7.6.1. Let X′
f→ X be an infinitesimal extension of ANS stacks. Then the induced

map
K−n(X)→ K−n(X′)

is an isomorphism for n greater than the Nisnevich cohomological dimension of X.

Proof. By Theorem 7.1.6 K(−) and K(−×X X′) are Nisnevich sheaves of spectra on the small
etale site on X. So the presheaf Knil defined by the formula

U 7→ Fib(K(U)→ K(U×X X′))

is a Nisnevich sheaf of spectra. Let {[Ui/Gi] → X} be a Nisnevich covering given by local
linearizability of X. By [AHR19, Corollary 13.2] we may also assume that Gi are embeddable.
By Corollary 5.3.6 the spectrum Knil([Ui/Gi]) is connective for any i. Hence the homotopy
sheaves πNis

i (Knil) are trivial for i < 0. The descent spectral sequence for Knil has the form:

Hp
Nis(X, π

Nis
q Knil)⇒ πq−pK

nil(X).

The left hand side is trivial for q < 0 and for p > dimNis X. Hence π−iKnil(X) = 0 for
i > dimNis X. �

Proof when X has the resolution property. We argue by induction on d. Since d > cdNis(X)
(Proposition 7.2.9), we may assume that X is reduced by Corollary 7.6.1. For any element
γ ∈ K−i(X), there exists by the killing lemma [HK19, Proposition 7.3] a sequence of blow-ups
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f : X′ → X with nowhere dense centers such that f∗(γ) = 0 in K−i(X
′). This fits in a proper

cdh square
Z′ X′

Z X

where Z ⊂ X is any nowhere dense closed substack for which f is an isomorphism over X r Z.
Let Z(n) and Z′(n) denote the nth infinitesimal thickenings of Z and Z′, respectively. By
Theorem 7.3.1,we get a long exact sequence

· · · → “ lim
n

”K−i+1(Z′(n))→ K−i(X)→ “ lim
n

”K−i(Z(n))⊕K−i(X
′)→ · · ·

of pro-abelian groups. Now Z(n) and Z′(n) are noetherian ANS stacks satisfying the resolution
property and of fppf-covering dimension < d, so “ lim ”K−i+1(Z′(n)) and “ lim ”K−i(Z(n)) both
vanish by the induction hypothesis. It follows that f∗ : K−i(X) → K−i(X

′) is injective and
hence that γ = 0. �

Proof of general case. We again argue by induction on d. Suppose d = 0. By Corollary 7.1.15
and Theorem 7.1.14, there is a convergent Nisnevich-descent spectral sequence:

Hp
Nis(X, π

Nis
q (K))⇒ Kq−p(X),

where πNis
q (K) denotes the Nisnevich sheaf associated with Kq. It follows from Proposition 7.2.9

and the previous case that Hp
Nis(X, π

Nis
q (K)) vanishes for all q < 0 and p > 0 and therefore also

K−i(X) = 0 for i > 0.

Now suppose d > 1. By Theorem 7.1.12, there is a finite sequence of open immersions
∅ = U0 ↪→ U1 ↪→ · · · ↪→ Un = X, and Nisnevich squares

Wj Vj

Uj−1 Uj ,

where each Wj and Vj satisfy the resolution property and have fppf-covering dimension 6 d.
We prove by induction on j that for i > d, K−i(Uj) vanishes. For j = 0, this follows from the
previous case. By Proposition 7.2.9 and Corollary 7.6.1, we may assume that Uj is reduced.
Choose γ ∈ K−i(Uj). By induction on j, and the previous case for stacks with resolution
property, the groups K−l(Wj), K−l(Vj) and K−l(Uj−1) vanish for all l > d. By Nisnevich
descent (Corollary 7.1.15), we have a long exact sequence:

· · · → K−i+1(Wj)
∂−→ K−i(Uj)→ K−i(Uj−1)⊕K−i(Vj)→ · · · .

By induction hypothesis on j, we deduce that γ = ∂(α) for some α ∈ K−i+1(Wj). By applying
the killing lemma [HK19, Proposition 7.3] to the étale morphism Wj → Uj , we can find a
sequence of blow-ups f : U′j → Uj with nowhere dense centers such that for the induced map
fW : W′J := U′j ×Uj Wj →Wj , f∗W(α) = 0 in K−i+1(W′j). Since U′j is again a noetherian ANS
stack (Lemma 7.1.11), we conclude that f∗(γ) = f∗(∂(α)) = ∂(f∗W(α)) = 0. Now as in the first
case, by using Theorem 7.3.1 and the induction hypothesis on d, we conclude that γ = 0. �

7.7. Applications to truncating invariants of stacks. We will say that a closed immersion
of derived algebraic stacks X→ Y is a nilpotent extension if the ideal sheaf is nilpotent. The
next result is a global version of Corollary 1.4.7.

Theorem 7.7.1. Let Y be an ANS derived algebraic stack and let X → Y be a nilpotent
extension of derived algebraic stacks. Then the induced map E(Y) → E(X) is an equivalence
for any truncating invariant E.
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Proof. Let us first prove the result assuming that Y is a global quotient stack [Spec R/G] where
G is a an embeddable, nice group scheme over an affine scheme B and Spec R is a derived
B-scheme. In this case, we can form the cartesian square

X′ Spec R

X Y,

p

where Spec R → Y is the quotient map. Now, a closed immersion is an affine morphism and
thus X′ → Spec R is an affine morphism. Therefore, we deduce that X′ ∼= Spec S. On the other
hand, Spec R→ Y is G-torsor and thus X′ → X is a G-torsor as well and thus we conclude that
X = [Spec S/G]. The result, in this case, then follows from Corollary 1.4.7.

To prove the result in general, we consider a decomposition of Y as in Theorem 7.1.12)
and induct on n which exists by point (2) above. More precisely, we say that an ANS derived
algebraic stack X is of length at most n if it has a decomposition of the form (7.1.13) of length
n. With this terminology, a global quotient stack is length at most zero and we have proved
the result in this case in the previous paragraph (see Proposition 5.4.11). Let us assume that
the result has been proved for all ANS derived algebraic stacks of length at most n − 1 and
let Y be an ANS derived algebraic stack of length at most n. Choose a decomposition of the
form (7.1.13) as above for Y. We have a morphism of cartesian squares induced by pullback
along X→ Y.

Wn Vn

Un−1 Y

⇐
W′n V′n

U′n−1 X

Since all the morphisms above are representable and have affine diagonal, Theorem 7.1.12 tells us
that all the derived stacks are ANS. By construction, Un−1 is length at most n− 1. Therefore,
by induction hypothesis, E converts the map U′n−1 → Un−1 to an equivalence. Now E also
converts the map V′n → Vn to an equivalence since Vn is a global quotient stack. Lastly, Wn is
again an ANS derived algebraic stack of length at most n−1 (we can pullback a decomposition
of Un−1 to one on Wn) and thus the result also applies by induction hypothesis. Since E
converts Nisnevich squares of ANS derived stacks to bicartesian square of spectra, the result is
proved.

�

Let X be a derived algebraic stack, then we have its classical locus Xcl ↪→ X; this morphism
is a closed immersion and Xcl is a classical algebraic stack. A global version of Example (5.4.13)
is as follows

Corollary 7.7.2. Let X be an ANS derived algebraic stack. Then for any truncating invariant
E, we have an induced equivalence

E(Xcl) ' E(X).

7.7.3. Cdh excision for truncating invariants. In the next situation, we content ourselves with
classical algebraic stacks. As before let

Z X̃

Y X,

p

i

be an abstract blow-up square of Noetherian algebraic stacks. Define Yn to be the n-th
infinitesimal thickening of Y in X and Zn to be the n-th infinitesimal thickening of Z in X̃.
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Applying Theorem 7.7.1 to the maps Z→ Zn and Y → Yn we see that the pro-systems in
Theorem 7.3.1 are actually constant. In particular we obtain the following cdh-descent result
for ANS algebraic stacks:

Corollary 7.7.4. In the notation of Theorem 7.3.1, the square

E(X) E(Y)

E(X̃) E(Z)

is a pullback of spectra whenever E is a truncating invariant. Therefore truncating invariants
of ANS algebraic stacks satisfy cdh-descent.

Proof. The only point that needs explanation is the last part. We note that cdh-descent on
stacks is equivalent to a combination of Nisnevich excision and excision for abstract blowup
squares; see [HK19] for details. �

Example 7.7.5. According to [LT19, Proposition 3.14], the homotopy K-theory functor is a
truncating invariant of Z-linear stable∞-categories. Setting E = KH in Corollary 7.7.4 reproves
the main result of Hoyois and Krishna [HK19]. Of course, Corollary 7.7.4 also proves cdh-descent
on stacks for other truncating invariants discussed in [LT19] such as Kinf

Q [LT19, Corollary 3.9]
and periodic cyclic homology HP [LT19, Corollary 3.11] on stacks over characteristic zero rings.
We note that we can apply our results in the linear setting by Remark 5.4.5.

7.8. Applications to the lattice conjecture. The next application is a contribution on the
literature surrounding the lattice conjecture for topological K-theory in the sense of Blanc.
We recall some terminology and refer the reader to [Bla16, Kon21] for details. We work in
the context of Catperf

C := ModPerfC(Catperf
∞ ), the ∞-category of small stable idempotent

complete C-linear stable ∞-categories and an object of Catperf
C will hereon be referred to as a

C-linear category. We refer to [LT19, Remark 1.18] for a discussion of localizing invariants
in this context and [HSS17] for details. In any case, we use the following terminology from
[LT19, Remark 1.18]: a functor E : Catperf

C → Spt which takes exact sequences in Catperf
C to

cofiber sequences is a C-linear localizing invariant. It is furthermore truncating if for all
connective E1-C-algebras (equivalently connective C-dga’s [Lur18, Proposition 25.1.2.2]) A, the
map E(A)→ E(π0(A)) is an equivalence.

The work of Blanc [Bla16] constructs the functor of topological K-theory

Ktop : Catperf
C → Spt.

This functor is a localizing invariant [Bla16, Theorem 1.1(c)]. If X is a separated C-scheme of
finite type then we have a canonical equivalence of spectra [Bla16, Theorem 1.1(b)]

Ktop(PerfX) ' KU(X(C)),

where the right-hand-side is the complex topological K-theory spectrum of the analytic space
associated to the C-points of X. The lattice conjecture concerns a map of localizing invariants
from Ktop to periodic cyclic homology called the Chern character [Bla16, Theorem 1.1(d)]

Ch : Ktop → HP.

The conjecture appears as [Bla16, Conjecture 1.7].

Conjecture 7.8.1. Let C be a smooth and proper C-linear category. Then the map

Ch⊗ C : Ktop(C)⊗ C→ HP(C)

is an equivalence.
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Conjecture 7.8.1 belongs to the world of noncommutative Hodge theory and implies the
existence of a suitable Hodge structure on the homotopy groups of Ktop; see, for example,
[Per20b, Proposition 5.4, Remark 5.5]. Recent work of Konovalov brought to bear trace methods
into this problem [Kon21]. His main insight is the following result.

Theorem 7.8.2 (Konovalov). Let L be the fiber of the (complexified) Chern character

L(−) := Fib(Ch⊗ C : Ktop(−)⊗ C→ HP(−)).

Then L is a C-linear truncating invariant.

Now combining our results with the results of Halpern-Leistner and Pomerleano [HLP20],
which verify the lattice conjecture for some classical algebraic stacks, we get:

Theorem 7.8.3. Let X be a derived stack over C satisfying any of the following hypotheses:

(1) it is of the form [Y/G] where Y is a derived, affine G-scheme over C, G is a reductive
C-group scheme such that Ycl is a smooth C-scheme;

(2) it is ANS derived stack such that Xcl is a smooth C-stack.

Then, the lattice conjecture holds for PerfX.

Proof. Applying Corollary 1.4.7 and Example 3.3.10 (for case (1)), and Theorem 7.7.1 (for (2)),
in conjunction with Theorem 7.8.2, we reduce to showing that L(X) = 0 for X = Xcl. Note
that we can apply our results in the C-linear setting by Remark 5.4.5.

In case (1) is satisfied, the result follows from [HLP20, Theorem 3.20] whose hypotheses are
verified under the hypotheses on Ycl by [HLP20, Theorem 2.3].

In case (2) is satisfied, an inductive argument on length of the ANS stack X, as in the proof
of Theorem 7.7.1, together with Nisnevich descent for L reduces to the case (1). �

Conclusion

We have proved some structural results about weighted stable ∞-categories and localizing
invariants applied to those. We demonstrated the usefulness of the approach by translating these
results into the equivariant version of the DGM theorem, pro-excision, and pro-cdh-excision
results for stacks. We also proved a version of the Weibel’s conjecture on the vanishing of
the negative K-groups and verified the lattice conjecture of Blanc for a large class of derived
algebraic stacks using a recent result of Konovalov [Kon21].

We think that these results are interesting on their own and also provide evidence for the
usefulness of weights in the context of noncommutative geometry. We are hoping to extend
these methods further to use them for understanding other phenomena in the derived algebraic
geometry and the geometry of stacks. We list some of the results that we expect to obtain using
these methods in future works:

(1) A version of the Gabber’s rigidity theorem for stacks with nice stabilizers extending
[NR20];

(2) Pro-excision and pro-cdh-excision for hermitian K-theory using the results of [CDH+20a],
[CDH+20b] and [CDH+20c].

Our methods have serious limitations, as a weight structure only exists in a specific situation.
However, many interesting examples arise as certain limits of boundedly weighted stable ∞-
categories. We would like to have a systematic way of dealing with such examples. We finish
this thesis with the following questions that we hope to answer:
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• Does there exist a combinatorially-defined notion of a semi-weighted stable∞-category
that captures those stable ∞-categories that are nice limits of weighted stable ∞-
categories?

• What structure on stable ∞-category captures that it is a derived category of an exact
∞-category? Can the results we proved about additive ∞-categories be generalized to
results about exact ∞-categories?
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1968.
[Sos19] Vladimir Sosnilo. Theorem of the heart in negative K-theory for weight structures. Doc. Math.,

24:2137–2158, 2019.
[Sos21] Vladimir Sosnilo. Regularity of spectral stacks and discreteness of weight-hearts. The Quarterly

Journal of Mathematics, 03 2021. haab017.
[SS03] Stefan Schwede and Brooke Shipley. Stable model categories are categories of modules. Topology,

42:103–153, 01 2003.
[Sus17] Andrei Suslin. Motivic complexes over nonperfect fields. Annals of K-Theory, 2:277–302, 01 2017.
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